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Foreword

The Fourth European Conference on Ecological Modelling (ECEM) and the Fourth In-
ternational Workshop on Environmental Applications of Machine Learning (EAML) were
organized jointly in Bled, Slovenia, during the week of September 27 - October 1, 2004.
The aim of these events was to bring together researchers from the areas of ecology, eco-
logical modelling and environmental sciences, on one hand, and the areas of data analysis,
data mining and machine learning, on the other. In many respects, they were treated as
a single event, namely ECEM/EAML 2004.

As environmental concerns grow and information technology develops, more and more
data on the different aspects (physical, chemical, biological, ecological) of the environ-
ment are gathered. There is an increasing need to analyse the collected environmental
data for different purposes, which include the support for environmental management de-
cisions. The International Workshop on Environmental Applications of Machine Learning
provided a forum for presenting recent advances in applying machine learning and data
mining techniques for the analysis of environmental data.

Ecological modelling is concerned with the development and use of mathematical,
computer and simulation models of ecosystems. It is a relatively young scientific disci-
pline, which is rapidly gaining importance, especially because of the use and usefulness
of ecological models for the management of natural resources. The European Conference
on Ecological Modelling is the premiere European scientific event in the area of ecological
modelling and regularly attracts an international audience.

ECEM 2004 covered all topics in the area of ecological modelling. An indicative, but
non-exhaustive list of topics is given below:

• Ecological modelling techniques, e.g., artificial intelligence approaches, individual
based modelling, machine learning, network analysis, neural networks, qualitative
modelling and reasoning, structural dynamic modelling, standard models;

• Modelling for ecosystem management, e.g., wildlife management, ecosystem based
management, sustainability, managing renewable natural resources, niche recon-
struction;

• Modelling growth and development processes in ecosystems, e.g., modelling biodi-
versity changes, population dynamics, habitat modelling, ecological energetics;

• Modelling different types of ecosystems, e.g., forest ecosystems (alpine/boreal forests;
temperate broadleaved forests; Mediterranean forests), aquatic ecosystems (marine;
freshwater - lakes, rivers; lagoons; estuaries), grassland ecosystems, agricultural
ecosystems;
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• Modelling catastrophic changes in the environment, e.g., modelling the spread of
invasive species, ecotoxicology (organism, population, community, ecosystem), out-
breaks (pests, wildfires, floods, droughts).

A total of 110 abstracts were submitted and 90 were accepted after a review process.
Each submitted abstract was sent to three members of the Program Committee for review.
The Program Committee members themselves did the majority of reviews, assisted by a
few additional reviewers appointed by the Committee members. Authors of accepted
abstracts (for oral or poster presentation) were invited to submit full versions of their
papers. These were reviewed separately by the members of the Program Committee and
other reviewers for inclusion in a special issue of the journal Ecological Modelling which
was to be published after the conference.

The program of ECEM 2004 consisted of three invited talks by Broder Breckling
(University of Bremen, Germany), Bai-Lian Li (University of California Riverside, USA),
and Jacqueline McGlade (European Environment Agency), as well as oral and poster
presentations of accepted contributions.

Many people contributed in various ways to the ECEM 2004 conference. We would
especially like to thank:

• The authors of submitted contributions who made the conference possible by pre-
senting their work;

• The three invited speakers: Broder Breckling, Bai-Lian Li, and Jacqueline McGlade;

• The Advisory Committee for their suggestions regarding the Program Committee,
invited speakers and encouraging remarks;

• The members of the Program Committee for their efforts in evaluating the submitted
abstracts and papers;

• The members of the Organizing Committee;

• The sponsors for their generous support;

• The management and staff of the Albatros Congress Turist Agency, Bled, and the
Center for Knowledge Transfer in Information Technologies, Jožef Stefan Institute,
Ljubljana for their support;

• The Jožef Stefan Institute for providing the organizational infrastructure.

Sašo Džeroski, Marko Debeljak and Bernard Ženko
ECEM 2004 Program Co-chairs
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Individual-based models as tools for ecological theory and
application. Understanding the emergence of organisational

properties in ecological systems

Broder Breckling (joint work with Ulrike Middelhoff)

University of Bremen, Germany

Individual-based models open a structurally unique (and unifying) approach to ecological
applications. Model results also provide an important input to ecological theory. The
approach operates on the lowest organisational level considered in ecology. Simulating
actions of single organisms allows to study how the properties of higher level ecological
entities like swarms, populations and trophic networks emerge. Unlike other approaches
working on a higher abstraction level, individual-based models can represent structural-
functional relationships in a close qualitative and quantitative relation to the form and
content of ecological knowledge. To demonstrate the application range of the approach
for the advancement of ecology this presentation takes four steps:

First, a generic model structure for individual-based models operating on the basis of
object oriented programming is explained. It allows to capture a large variety of different
ecological interactions and thus a coherent representation of ecological knowledge during
model development.

In a second step application examples from various fields of ecology will be demon-
strated. Plants and animals, active in terrestrial or aquatic environments, exhibit inter-
action types, which lead to self-organised structural-functional networks resulting from
single organismic interactions. Spatial relations, dispersal, bio-energetics, plasticity of
growth and form are issues which can be successfully dealt with in individual-based mod-
els. The wide range of qualitatively different interactions is responsible for the importance
the approach has gained in ecology.

In a third step we show, how the approach is used in a current research project on
an advanced, level-integrating study anticipating properties and coexistence implications
of genetically modified plants in agriculture. In a holistic approach, an individual-based
model is used to simulate dispersal effects of genetically modified organisms (GMO).
Oilseed rape (Brassica napus) serves as an example. The model represents cultivation,
feral populations, cultivation practice and environmental characteristics. It is run for
various environmental conditions to allow an up-scaling from single plots to the landscape
level. Physiological data, climate information and remote sensing data were used as
model input. The results allow estimations of the presence of transgenic material outside
cultivated areas as well as unintended dispersal between cultivated fields.

The fourth and final step discusses epistemological implications of individual-based
models. It is concluded, that a successful application of the approach requires detailed
biological information about the represented species. This makes a very close involve-
ment of field ecologists essential. On the other side, it also opens a theoretical access
how to connect quantitative and qualitative aspects of cause-effect chains in ecology in a
conceptual way.
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Modelling ecological complexity: Challenges and opportunities

Bai-Lian Li

University of California Riverside, USA

Ecological complexity is an emerging and rapidly growing interdisciplinary field in ecol-
ogy. It focuses on how and why complex ecological systems emerge from the nonlinear
interactions of living entities at all levels and spatiotemporal scales and with all facets
of their external environment including the human dimension. The field is based on a
complexity theoretical framework for solving real world environmental problems. It has
been recognized as the most important and exciting frontier of the 21st century ecology.

Modelling has played the most significant role in studying complex ecological sys-
tems and has provided the mathematical tools indispensable for studying their dynamics.
In this talk, I will start with a brief overview of current research and paradigm shift in
modelling ecological complexity, then outline computational, mathematical and statistical
challenges from complex ecology to ecological modelers, along with several examples from
our own recent studies (e.g., emergent properties of scaling and power law, spatiotem-
poral complexity and chaos of ecological pattern formations, ecological phase transitions,
assessment of sustainability, etc.). I will also show how we could take those challenges as a
great opportunity for seeking a truly quantitative and integrative approach towards a bet-
ter understanding of the complex, nonlinear interactions (behavioral, biological, chemical,
ecological, environmental, physical, social, cultural) that affect, sustain, or are influenced
by all living systems, including humans, which may enable us to explain and ultimately
predict the outcome of such interactions.
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Spatial assessments of Europe’s environment

Jacqueline McGlade

European Environment Agency, Denmark

Integrated environmental and ecosystem health assessments rely on combining informa-
tion from local and global attributes derived from surveys and case studies. In order to
properly examine issues such as the impact of climate change, loss of biodiversity, envi-
ronmental threats to human health or the long-term effects of infrastructure development
on Europe’s landscapes, the European Environment Agency (EEA) needs to be able to
analyse changes across a range of scales and media (water, air, soil etc.). But despite ex-
tensive monitoring and research, the current situation in Europe is that we cannot meet
the challenge of supporting consistent environmental and sectoral policies at a European,
national and regional levels.

The knowledge needed will not be obtained solely through the accumulation of obser-
vations on individual systems but, will require such in situ data to be integrated within
overall frameworks of models and data analysis to generalise their information content.
In relation to the demands of understanding changes in Europe’s environments, using
spatially distributed data and information on ecosystems and human activities is a key
factor, as they:

• can help identify where conflicts in use of the territory take place, and under which
type of pressure;

• contribute to the stratification of data and knowledge from existing monitoring
networks and research programmes;

• help in designing efficient sampling schemes for new monitoring networks as well as
targeting research programmes to priority needs;

• provide important input to modelling, in particular when very heterogeneous in-
formation from the bio-physical, social and economic realms need to be integrated
and

• can be up- and downscaled to the appropriate levels of decision making of the various
public and private bodies.

In this context, land accounts for Europe are being implemented by the EEA. The
purpose of land accounts is to observe, qualify and quantify the cover of land resulting from
ecosystem and land use. Stocks of land cover are described as well as their change. A first
set of land cover accounts is under construction using CORINE land cover data from 1990
and 2000. Within this accounting framework, assessments of ecosystem condition has been
produced; for example, in the case of European wetlands, spatial data on the change in
extension, fragmentation, connectivity and neighbourhoods can provide insights into the
possible destruction and stress. These first variables are being supplemented by data on

7



flora and fauna and by quantitative and qualitative data on water. Other spatial data to
be included, are land use in agriculture, urban development and transport infrastructure
which will help to identify the sources of stress. These spatial data will be supplemented,
at a more aggregated level, with social and economic statistics, from the perspective of
the development of land use accounts to show how social and economic activities influence
our environment.

The results of land accounts will be fully made available on the EEA website with
the aim of facilitating access to these data and approaches to a range of users, including
researchers and the wider public.
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Introduction  

Intricate food web makes impacts spreading several links away from the affected taxon, and a 

single extinction event may precipitate cascades of further extinction. This phenomenon, 

acknowledged by ecologists with the term “secondary extinction”, has important implications 

for the conservation of biodiversity. 

Recently, Albert et al. (2000) introduced the analogous of biological extinctions into 

computer science and found that the Internet is a system very resistant to random 

disconnections (error tolerant) but also one in which a coordinate disconnection of a few 

important nodes (hubs) could isolate entire branches of the net (attack prone).  

These features of the Internet network were tested on ecological food webs (Solé and 

Montoya 2001, Dunne et al. 2002), which resulted to be error resistant and attack prone as 

well. To test attack sensitivity in these webs the most connected node was removed at first, 

and other removals followed in decreasing order of node connectivity.   

We proposed a new methodology to study the consequences of extinction events in food 

webs; it makes use of dominator trees, network topological structures that reduce food webs 

to linear pathways that are essential for energy delivery (Allesina and Bodini, 2004). By 

using these tools one can identify in advance which nodes are likely to cause the greatest 

impact on the web if they are removed because any dominator tree highlights 

interdependence of species for energy intake.  

In other words dominator analysis illuminate what are the bottlenecks (overlap of nodes) in 

the pathways that connect the fundamental source of energy (external source) to any node: 

Dominator tree analysis has been essentially qualitative, reducing the analytic power of the 

technique. In this work we present an extension of the methodology that accounts for the 

different importance of the paths connecting the source of energy to any species by means of 

a threshold that act as a filter that selects the presence/absence of links. 

Results and discussion 

The result of a dominator analysis is a dominator tree. In this structure the path going from 

the source of energy (root R in Figure 1) to any species illuminates the bottlenecks in energy 

distribution. Removing any node would produce the cascading extinction (disconnection) of 

the whole branch of the tree that follows that node. In the dominator tree (Fig. 1 right) 

obtained for a given food web (left) the extinction of certain node A would precipitate in 

further extinction of all the nodes that are contained in the grey area, some directly, and some 

mediated (like A�B �C).

13
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R

A

B

C

Figure 1 Example of rooted food web (left) and corresponding dominator tree. Node R is the source of energy, 

that in dominator tree becomes the central node.  

INCREASING THRESHOLD

Figure 2 Dominator trees obtained eliminating links that have relative importance lower than a given threshold. 

Augmenting the threshold the dominator tree becomes more structured, meaning that the food web is less robust 

with respect to targeted removal.  

Indices to account of the error/attack sensitivity are given. Moreover, a threshold for link 

presence/absence is introduced, enlightening the evolving structure of dominator trees for 

increasing thresholds. When the weak links are removed, species that seemed to receive 

energy from a multiplicity of non-overlapping pathways (no bottlenecks, nodes attached to 

the root in the dominator tree) result to have dominators: this means that the illusion of 

multiple pathways, due to the use of qualitative data, is challenged by the fact that many of 

these are constituted by weak links that would not allow the species to survive.  

Conclusions 

Ecological networks seem to be error resistant but attack prone. The removal of weak links 

makes the dominator trees more and more structured, underlining the real dominance 

relationships among species and, consequently, the real degree of tolerance to errors and 

sensitivity to attacks. 
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Introduction 
In the last forty years, the industrial and agricultural development has unbalanced the natural 
cycles of nutrient elements as nitrogen and phosphorus, increasing the pressure on the 
environment. Impacts are very significant especially in coastal zones, being these the ultimate 
collectors of loads discharged in the environment: intense eutrophication phenomena are 
commonly observed in the coastal zone affected by a large river discharge, as is the case of 
Po river in North Adriatic. The identification of the limiting nutrient plays a key role in the 
study of eutrophication processes: this permits to focus the management efforts on the most 
sensitive nutrient, to predict the algal group that could easily growth in the ecosystems 
(allowing thus to predict toxic bloom), to estimate the probability of mucilage formation. 
Usually in freshwater a P- limitation has been observed, while in marine ecosystems N-
limitation is predominant. Coastal zones are typically transitional systems between fresh- and 
saltwater, where it is not possible to easily choose between a N- or P-limitation.  
Usually to identify the limiting nutrient in water body the N:P ratio observed in the water 
column is compared with N:P stoichiometric ratio in the biomass, called the Redfield Ratio 
(N:P=16 by molar unit, N:P=7 by weight unit, Redfield 1958).  

Results and discussion 
This approach is limited because it does not account for the nutrient dynamics (APAT 2002): 
the availability of the nutrient strongly depends from the cycling time. This limitation is 
much more evident in transitional systems like Coastal Zone. 
Moreover, the Redfield approach is based on the hypothesis that algal growth is proportional 
to the nutrient concentration in water. In fact, assuming as limiting nutrient indicator the ratio 
between the nutrient limiting functions f(N) e f(P), if these functions are linear the N:P ratio 
is equivalent to the functions ratio. 

( ) ( ) ( )
( ) P
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  PPf  ,NNf
β
α
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Clearly the relationship between algal growth and nutrient concentration is not linear but 
usually a Michaelis-Menten formulation is used to simulate the nutrient limitation on algal 
growth. With this assumption, the limiting nutrient can be estimated using this equation: 
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where KN and KP are the semi-saturation constant. Their values can be found in the literature 
or, better, obtained from calibration of a water quality model. 
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Physiologically, the dependency between growth rate and nutrient concentration in water 
body is a double-step relationship: a first step where nutrients are uptaken by the 
phytoplankton, and a second step where the phytoplankton biomass grows depending from 
the nutrient stored in the cells, i.e. the cell quota (Jorgensen & Bendoricchio, 2000). In this 
case the nutrient limitation can be expressed with two linear functions of the cell quotas, and 
the limiting nutrient is estimated with the following equation: 
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where qN and qP are respectively the cell quota of nitrogen and phopsphorus and the pedix 
max and min define the maximum and minimum of cell quota. 
In this case it is impossible to calculate the indicator without a water quality model, as the 
nutrient cell quota is not usually measured in the standard monitoring programs. 
The different methodologies for the evaluation of limiting nutrients have been applied on the 
coastal zone affected by the Po river discharge (Italy). For the evaluation of the cell quota a 
modified version of EPA WASP6 water quality model has been applied on the Northern 
Adriatic Coastal Zone (Albrigi, 2004). 

Conclusions  
Nutrient limitation is a key issue in the study of eutrophication problem and in the 
management of eutrophic systems. In dynamic and potentially eutrophic systems like coastal 
zones, the standard Redfield approach has limitations that can lead to some misinterpretation 
of the system behaviour. To better evaluate the limiting nutrient, it is possible to use the 
results of a water quality model to calculate two alternative limiting nutrient indicators. 
Moreover the use of a water quality model to evaluate nutrient limitation is useful also to 
asses the predictive capability of the models.  
The methodology for the evaluation of the limiting nutrient presented here, that is based on 
the limiting functions, could be integrated with the calculation of the indicator proposed by 
Platt (1977), where the limiting nutrient is defined measuring the increase on the algal growth 
rate as consequence of an increase of nutrient concentration. 
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The knowledge-based approach to automated modeling brings together the two basic 
approaches to modeling dynamic systems: (1) deductive, which is derived from background 
knowledge (e.g. basic physical, chemical and biological principles) and (2) inductive, which 
is based on learning models from measured data about the system’s behaviour. Recently, 
Todorovski and Džeroski (1997) and Todorovski (2003) combined these two approaches in 
LAGRAMGE, a tool for automated modeling based on equation discovery. As input, the tool 
requires measurements of the variables of the observed system, a library of domain-specific 
knowledge about the domain of interest, and a specification of the observed system. The 
provided library knowledge and system specification are first transformed into a grammar 
that specifies the space of candidate system models. The grammar can then be used by the 
equation discovery tool to search through the space of candidate models and find the one that 
fits the given measured data best. 
 
In this paper, we deal with the task of building a library of domain knowledge for modeling 
lake ecosystems (or more specifically modeling the food chain in a lake) with LAGRAMGE. 
The models of the food chain take the form of systems of ordinary differential equations. The 
developed library supports the reconstruction of well-known limnological models, as well as 
building new ones according to the measured data and the background (expert) knowledge. 
Basic characteristics of the models that can be built using the library are: (a) 0-dimensional 
models, (b) multiple box models, i.e., the library supports modelling of lake stratifications 
and (c) models of fixed internal nutrient levels in primary producers and in animals. 
 
The library is written in the process-based modeling formalism of Todorovski (2003) and is 
organised as follows. At the top level are mass balances for the state variables (animals, 
primary producers and inorganic nutrients) in the lake: these are the combining schemes. The 
mass balances involve a combination of biological processes. Generic processes form the 
core of the library and include chemical and biological kinetic processes that are influenced 
by different environmental (external) factors such as temperature, light, available food, etc. 
Finally, the library also includes several alternatives for the functional forms used to model 
the processes specified in the core of the library. The following generic processes are defined 
in the library:  
 
1) Physical processes, such as inflow of nutrients, load of nutrients from land, outflow of a 
substance with all outflows from the lake, and settling of a substance. Processes that support 
physical segmentation, i.e., connect different layers in a stratified lake, are (a) the inflow of 
substances that contribute to the observed state variable as a result of settling from upper or 
rising from bottom layers and (b) the diffusion of a state variable from one layer to another. 
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2) Kinetic processes fall in the following three groups: 
Primary producer growth 
Three formulations of primary producer growth processes, according to the limiting factors 
combination, are supported in the library. The first formulation is the commonly used 
expression, i.e., a product of the limiting functions of temperature, light and nutrients. The 
second one uses the optimal temperature as a time variable and the third formulation couples 
the effects of light and temperatures into one expression.  
 
Feeding (Feeds_on) 
This process represents phytoplankton-zooplankton interactions, which cause a predatory loss 
(grazing) for phytoplankton and growth for zooplankton. The same process can be used for 
other types of interactions, such as fish-zooplankton, but not for modeling interactions that 
involve primary producers and inorganic nutrients, since there is a difference between how 
phytoplankton and zooplankton feed. 
 
Non-predatory losses 
Processes defined in the library enable the construction of simple models, containing a single 
loss term, as well as more complex models with different kinds of losses, such as losses 
through respiration, mortality, excretion and sedimentation. 
 
The library was empirically evaluated on artificial and real-world data (measurements for 
Lake Bled, Slovenia). The real data comprise long-term (1987-present) monthly 
measurements of physical, chemical and biological parameters. We performed the first 
experiment on artificial data: from the measurements on nutrients, phytoplankton and 
zooplankton, we obtained data about detritus and bacteria by simulating a simple hand-made 
model.  Simulated data were given along with the library of domain knowledge to 
LAGRAMGE to (re)construct a model that is similar to the simple hand-made one used to 
obtain the data. The model was successfully reconstructed. The second experiment was 
performed on the real measurement data. A nutrient-phytoplankton-zooplankton model was 
induced using the knowledge-based approach to automated modelling. The expert knowledge 
comprised information about nutrient load; light, temperature and nutrients limitation of 
phytoplankton growth; grazing of daphnia on phytoplankton resulting in daphnia growth and 
algae predatory loss at the same time; and a simple loss term for all species. Regarding the 
fairly high complexity of the modeled system, the model with only three differential 
equations reasonably fit the measurement data. Further work focusses on the induction of a 
model for a more complex food web, which is at present limited by the computational 
complexity of the induction of more complex models. 
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Introduction

Secovlje saltpans are one of the last examples of formerly extensive and over 700 years 
lasting traditional salt producing process on the Slovenian coastal area (Žagar, 1991;

Kolundrovic and Franic, 1954). The evaporation process itself as well as water decantation is 

driven by solar radiation, wind energy and potential energy of water as the major totally 
renewable inflows. Work for salt collecting, transfer, storing and saltpan maintaining etc., is

mostly performed by humans and sustainability is therefore dependent upon the percentage of 

renewable energy driving manpower and some other sinks in the process (Babic, 2004).

Nowadays several different approaches exist for evaluation of sustainability of different

systems and processes. The majority of them compare the ratio of invested renewable and 
nonrenewable energy to the benefit of a process. They result in a list of different inputs and 

outputs, which are difficult if not impossible to compare. Emergy approach attempts to solve 

this problem by transforming inputs into a single quality of energy (Odum, 1996). All inputs 
driving the process are usually transformed into equivalents of solar energy. However, each 

of these techniques shows to be incomplete, partial, and in the most cases static, which is 

very inappropriate for environmental analyses. In emergy analysis the analyses performed so 
far mostly did not succeed to include costs due to environmental loading, the models were 

static, and they did  not include sensitivity analyses. In our work we tested the possibility to 

surpass those deficiencies with STELLA software package.

STELLA is an object-oriented graphical programming language designed for dynamic

systems modelling and process optimizatio n. STELLA is one of the modelling programs, 
which is most used in business and academia today (Constanza and Voinov, 2001). 

Results and discussion

STELLA program enables performance of sensitivity analysis either by varying parameters 

or by using built-in sensitivity-analysis (Constanza et al., 1998). We identified the highest 
flows of emergy and tested their effect to sustainability index (SI) during sensitivity analysis. 

Weather conditions, namely the amount of evaporated water and rain received, caused the

highest changes in SI from among environmental flows. Changes in initial conditions and 
subsequent comparison of changes in graph curves and final emergy indices confirmed that 

the manual work has the highest impact on the sustainability of the process. At the same time 

the percentage of nonrenewable energy driving manpower and the total emergy in human 
work represent the points, where changes should be made in order to improve sustainability. 
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Other important sinks of nonrenewable emergy were the amount of fuel consumed and the 
emergy in machinery. Shift from the process using wind-pump to the process using motor-

pump caused only slight decrease in sustainability and increase in environmental loading.

Dynamic STELLA model of solar salt production on the Secovlje saltpans enables

comparison among several alternatives of the solar salt production process as well as

comparison of the process in different climatic conditions. As the major guidelines for the 
improvement of sustainability and efficiency we could note optimization of the amount of 

work invested into production process and changes in the process to avoid dilution of highly 

concentrated brine and consequent loses due to precipitation. 

During the process we can observe fluctuations and gradual stabilization of SI during the 

process. The course of the curves suggests that our observing time was a bit too short, as the 
values mostly did not succeed to stabilize. 

Conclusions

STELLA model of salt production process has been recognized as an applicable modelling 

tool with many capabilities needed for successful dynamic emergy analysis. Suitable
calculations of transformity factors for each individual case could be inserted, which is one of 

the most challenging steps in emergy analysis nowadays. Moreover it enables simple and 

evident addition of new factors such as ecological aesthetical and cultural values,
environmental loading etc. added to the model. It enables the evidence into the fluctuations of 

flows and indices, which is important in determining the reliability of results.

As the major deficiency we missed the possibility to run sensitivity analyses on the flows 

with predetermined, measured and graphically presented courses of flows and the possibility 

to further process the results of the sensitivity analyses.
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Introduction 
The gooseneck barnacle (Pollicipes pollicipes) is a highly exploited species in Spain and 
Portugal due to the great commercial demand and the high prices in the market (Barnes, 
1996), producing an overexploitation of the stocks (Cunha and Weber, 2001). Due to the 
inaccessibility of the Gaztelugatxe coastal area, the gooseneck barnacle has maintained one of 
the greatest populations of the Basque coast in this area (Borja et al., 2000). After the study 
undertaken by Borja et al. (2000), this coastal zone was declared as a marine reserve by 
means of the 229/1998 (Basque Government) Decree, establishing a two years moratorium in 
the gooseneck shellfishing. Facing the possibility of the gooseneck barnacle fishery opening 
in the area of the biotope, it was noticed the need for the development of a management tool, 
capable to think over the different management decisions: from the complete conservation of 
the system to the sustainable exploitation of the resource, joining together different social and 
biological factors, allowing the protection of the firsts (protection of the stock) and the 
development of the seconds (fishery activity). According to Sterman (1988), the best solution 
is the development of a system dynamic model applied to the modelization and knowledge of 
complex systems, in the case of the present contribution, the population structure and 
dynamics of the gooseneck barnacle and its relation with the surrounding environment and 
potential human activity. 

 
The model 
Based on the population dynamics of the gooseneck barnacle, the developed model is 
dominated by one positive and three negative loops. The positive loop portrays the 
reproductive and maturation process, ultimately “producing” more adult gooseneck barnacles. 
In the absence of any stabilizing, this loop would result in exponential growth of the 
gooseneck population. As in other populations dynamic models like those described by Borja 
and Bald (2000), Graves and Stave (2003) and Wakeland et al. (2003), the negative loops 
causes the stabilization as the different stages of the population expire due by natural causes 
and exploitation of the resource. 

 
Results and discussion 
According to the model results, the best management decision is the maintenance of the 
moratory. One of the aims in the declaration of marine reserves is the preservation of a 
resource that allows the maintaining of other areas (Borja et al., 2004). Taking into account 
the dispersion capability of larvae (Grantham et al., 2003), other areas near the reserve, and 
subjected to commercial exploitation like Ogoño, Izaro and cape Villano, will benefit from 
Gaztelugatxe production. 
In the case of exploitation, the best management decision, which maximizes captures and 
minimizes the stock looses in a sustainable manner, is an alternate exploitation between 
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Aketxe and Gaztelugatxe coastal areas of the biotope. This measure coincides with the 
management recommended by Lauzier (1999a and 1999b), in Canada. 
The model makes important assumptions relating to those parameters related with the less 
studied aspects of the population dynamics of this species, that is, settlement, maturation and 
natural mortality. All those investigation done in this sense will improve significantly the 
robustness of the developed tool. 
 
Conclusions 
The best management decision for the conservation of the gooseneck barnacle resource in the 
marine reserve of Gaztelugtxe is the maintenance of the moratory. In the case of exploitation, 
the best management decision is an alternate exploitation between Aketxe and Gaztelugatxe 
coastal areas of the marine reserve. 
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Introduction
Self Organizing Maps (SOM) are competitive learning Neural Network , which can be used
for both classification, graphical representation and ordination of large multivariate data set.
They are increasingly used in ecological application and environmental science, since –
differently from other methodologies- they do not rely on any particular a priori assumptions.
We applied SOM to a multivariate data set collected in a three years long monitoring
program of the coastal area in the Northern part of Adriatic Sea, close to the Gulf of Trieste,
which includes measure of physical parameters, such as water temperature and salinity, and
water quality parameters, such as concentration of dissolved inorganic and organic forms of
nitrogen and phosphorus, dissolved organic carbon, chlorophyll a and pheopigments. The
total number of cast is around 18000 data.

Results and discussion
The results of SOM analysis indicated that the data can be projected in around 180 model
vectors (best matching units). In agreement with the results of a k-means, these BMUs were
then clusterised in 10 groups. Finally, the analysis of the distribution of environmental data
within each group returned us a characterization of the water mass for each of the groups.
In this way, each sample was associated to a given water typology, and therefore it was
possible to map the time evolution of the multivariate data set into the time evolution of a
single, discrete, variable, i.e. the water typology.
This provided also a simple and intuitive representation of how the water mass typology
change during the year, which can be followed without delving into the complexity of
multidimensional representation.
In this way, correlations among different water typologies and external forcings, and typical
succession of water typologies were put in evidence, a fact that in turn suggested possible
causal relationship among them, and ultimately gave a possibility to gain a deeper insight into
system dynamic.
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Introduction  

Chaotic nature of climate system (Lorenz, 1967) does not enable the predictability of climate 

years ahead. However, a long-term systematic change in boundary conditions may influence 

the climate statistics, and the resulting long-term climatic response to such change may still 

be estimated (Benestad, 2003). The problem of unpredictability remains in the assumptions of 

possible boundary conditions change (i.e. change in concentrations of greenhouse gasses and 

aerosols in the future). This is the reason why projections of climate change in the future are 

usually related to the term scenario and not to the term prediction. And such scenarios are 

related to a lot of uncertainties that have to be considered during their interpretation.

Insects are the most diverse class of organisms on Earth. As insects have many 

detrimental effects on humans and natural ecosystems, both directly and indirectly, 

considerable thought has already been given to the impacts that global environmental change 

may have on them (Harrington et al., 2001). For quantitative assessment of climate change 

impact on insects, the regional climate change scenarios are needed. The problem of 

cumulative uncertainty in regional climate change impact studies is illustrated in this paper 

on the example of insect pest onion thrips (Thrips tabaci Lindeman) in Slovenia, although the 

general principles may be applied more widely.

Results and discussion 

The basic source of uncertainty in climate change studies is the assumption about future 

socio-economic development and related emission scenarios. Not knowing the exact response 

of the climate system to the changes of atmospheric composition additionally contributes to 

the uncertainty of future climate change estimates even on a large-scale. This is illustrated 

with an example of air temperature (t) change projection across Europe based on climate 

simulations with four general circulation models (GCM) using SRES A2 and B2 marker 

emission scenarios (Houghton et al., 2001). The results of simulations were additionally 

scaled (Mitchell, 2003) to A1T, A1B, A1F, and B1 marker emission scenarios. The expected 

t increase till the end of 21
st
 century is between 1.5 and 5°C in comparison to the 1990 value.  
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To bridge the gap between large-scale and local scale, where GCM results are not 

representative, empirical downscaling was used for the estimation of local near-ground air 

temperature (T) at two locations in Slovenia (Ljubljana and Bilje). As the air temperature will 

change significantly in the future, its values will exceed the range of values used for 

empirical model development leading to the problem of extrapolation as an additional source 

of uncertainty. The estimated change of T at locations Ljubljana and Bilje is between 1.5 and 

7°C till the end of 21
st
 century in comparison to the 1990 value.  

Development of insects is often related to the weather conditions with degree-day 

(DD) models. Different DD models for onion thrips in literature indicate that either the pest is 

capable of local adaptation, or the estimation of DD model parameters is not trivial. As at 

least daily values are needed for a DD calculation, the synthetic T daily values were 

generated by a AR(1) model using downscaled monthly values of T. Neglecting influences 

other than temperature (food availability, other abiotic factors, etc.), selection of proper DD

model, and use of simple T generator based on past observations additionally contribute to 

the uncertainty of final results. However, expected temperature increase will probably lead to 

more generations of onion thrips per year (N), resulting in larger populations of onion thrips 

that will cause more harm to cultivated plants in case of coincidence of availability of host 

plants with favourable environmental conditions. The lack of studies about the adaptation 

capability of onion thrips in changed environmental conditions is another important source of 

uncertainty in estimation of climate change impact on harmfulness of this pest.  

Using Edelson and Magaro (1998) DD model, we can see that a similar increase of air 

temperature expected on the entire area of Slovenia, will have quite a different impact on the 

change of cumulative DD and related N due to different present temperature conditions. An 

example of Ljubljana and Bilje shows that larger increase of DD and related N is expected for 

Bilje, with warm sub-Mediterranean climate, than for Ljubljana, with temperate continental 

climate. More damage will be caused in areas that are already strongly exposed to the 

problem of onion thrips, but the harmfulness of the pest in the areas, where it is not a serious 

threat at present, will also increase.  

Conclusions 

A lot of assumptions have to be made in regional climate change impact studies, and all 

contribute to the uncertainty in final results. Some of them will probably be reduced in the 

future by gaining new knowledge, but at least the problem of unpredictable changes of 

climate boundary conditions will always remain as a source of the uncertainty.  
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Introduction 
The paper investigates the possibility of assessing damage (health status) of silver fir (Abies 
alba Mill.) using multivariate regression models in the function of stand and ecological 
factors. Research was carried out on limestone-dolomite substrate in the Dinaric part of the 
silver fir range in the Republic of Croatia. Damage was assessed on 151 plots. A total of 531 
trees of silver fir (Abies alba Mill.) were sampled. To perform the assessment, tree crowns 
were compared with the existing photointerpretation key on the damage scale of 5%. 
 
Of stand factors, the following independent variables were used in modelling: 1) breast 
diameter of a tree as a variable representing competing ability and position of tree in the 
stand, 2) tree basal area in relation to (divided by) plot basal area, as an indicator of 
competitive pressure on the sampled tree, and 3) tree age. Other independent variables 
included: 1) geomorphological (DEM-based) variables (terrain slope, altitude, terrain 
orientation with regard to the northness and eastness, flow accumulation, sinkhole depth, 
terrain curvatures, terrain exposure to the horizontal wind flux, latitude and longitude) and 2) 
climatic variables (monthly mean air temperature, monthly precipitation, monthly mean 
global solar irradiation on horizontal surface at ground, monthly potential evapotranspiration 
on horizontal surface). 
 
The basic set of 48 independent macroclimatic estimators (4 variables by 12 months) was 
reduced to 5 composite estimators (non-linear analogues of principal components) using the 
five-layered autoassociative NN, which have 48 neurons in the first and last layer (48 basic 
estimators), 15 neurons in the second and the fourth layer and 5 neurons in the central layer. 
Logistic function was used as activation function. Using this NN architecture, 99.79% of total 
macroclimatic variability was explained. 
 
A general linear modelling method was used, where square terms and interaction terms 
(multiplication products) of original variables were treated as independent linear predictors 
(Ott, 1993). The ‘Backward Stepwise’ method was used for model optimisation (selection of 
a subset of linear predictors entering the final model). A 27 separate models were developed 
regarding the different subsets of input data (all trees, trees with diameter over as well as 
bellow 40 cm), different subsets of independent variables (limited number of DEM-based 
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variables, all DEM-based variables, all variables without age, all variables) and different 
model design (with and without square terms). 
 

Results and discussion 
Both particular models developed from separate data sets with regard to diameter of 40 cm 
(presumed boundary between dominant trees and suppressed or young trees) explained 
significantly larger part of total variability (in all combinations of other mentioned model 
characteristics) in relation to the respective models developed for all trees together. 
Consequently, models developed for all trees were not further examined. 
 
All remaining models were preliminary used for construction of hypothetical spatial 
distributions of fir damage for entire area of fir in Croatia. Criteria for the final choosing 
models potentially applicable for spatial prediction of fir damage were: 1) total variability 
explained by the model and 2) portion of predicted values within the range of input data 
about fir damage (0-100 %). 
 
Six finally selected models (all of them with reduced set of DEM-based variables and square 
terms) were tested on the independent data set collected in the frame of International Co-
operative Programme on Assessment and Monitoring of Air Pollution Effects on Forests 
(ICP; Group of authors, 1989). Significant correlation between model results were yielded 
only for trees thinner than 40 cm, which can be explained by the impact of forest 
management which prefer cutting of damaged mature trees. 
 

Conclusions 
Yielded results could be preliminary used for spatial predicting and mapping of fir damage in 
a frame of raster-GIS, for entire area of fir in Croatia. Future research have to be leaded in 
two major directions: 1) completing of larger field sample aiming at using of more plastic 
prediction models (e.g. developed by neural networks), 2) integration of spatial forest health 
prediction models with the spatial models of aeropollutants imissions (Antonić and Legović, 
1999). 
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Introduction  
One purpose for developing input–output analysis (IOA) in economics was to trace indirect 
effects through the network of economic transactions (Leontief 1966).  Indirect effects, the 
ability of one element in a system to impact another without direct interaction, are a critical 
component of complex adaptive systems (Holland 1995, Capra 1996), including ecological 
systems (Wootton 1994, Krivtsov 2004).  Network Environ Analysis (NEA) is an 
environmental application and extension of economic IOA. NEA includes analytical 
methodology to characterize and quantify indirect effects in environmental systems 
transmitted by a specific element (e.g. energy, carbon, nitrogen, phosphorus, etc.) within a 
system at steady state.  Previous results suggest that indirect effects tend to dominate direct 
effects in ecosystem environs (Patten 1983, Higashi and Patten 1989).  Though at times 
steady state models are useful, ecologists are typically interested in system dynamics.  In this 
paper, we use NEA to investigate the temporal dynamics of indirect effects in sixteen steady 
state models of nitrogen cycling in the Neuse River Estuary, USA.  These models were 
originally constructed by Christian and Thomas (2003) as a part of a larger Neuse River 
Modeling and Monitoring (ModMon) program to study the estuary’s response to recently 
implemented environmental management. Our work had two primary objectives: 1) describe 
and quantify the temporal dynamics of indirect effects and 2) identify the relative importance 
of system factors determining the indirect effects. 

Results and discussion 
Nitrogen flux in the Neuse River estuary was dominated by indirect flows in all sixteen 
seasons analysed (Figure 1).  Based on the output oriented throughflow–specific flow 
analysis in NEA, the ratio of indirect–to–direct flow ranged from a low of 9.9 in winter 1987 
to a maximum of 174 in summer 1987.  In all seasons, indirect flow was more than 80% of 
the total system throughflow.  We were surprised by the relatively small amount of temporal 
variation in indirect effects within the Neuse River Estuary when looking at the ratio of 
indirect flow to total system throughflow (Indirect/TST).  We expected more pronounced 
seasonal variation, increasing with biological activity in the spring, climaxing in summer and 
then declining in the winter.  This pattern occurs, but differences between seasonal means 
were very small; all seasonal means were over 90%.  Further, there were no statistically 
significant differences between annual Indirect/TST means.   
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Our final analysis used a regression 
model  to show that both nitrogen 
cycling and boundary loading were 
significant factors in determining the 
development of indirect effects in 
these models (Indirect = 226.47 + 
1.00*Cycled + 2.14*Boundary, R2 = 
0.9997, p<0.0001, C(p)=1.25).  

Conclusions 
Indirect effects transmitted by the 
network of nitrogen transactions 
dominate direct effects in the Neuse 
River estuary.  Although we must be 
cautious forecasting from this type of 
analysis, our results suggest that if the 
Neuse River estuary maintains its 
current organization, management 
efforts to decrease nitrogen loading into the estuary might be important for long-term change, 
but these efforts will probably not rapidly impact the eutrophic state of the estuary.  
Dominance of indirect flow due to cycling makes this system state relatively difficult to 
change by external forcing.  In this sense the indirect effects stabilize the system, making it 
more resistant to external perturbations, though it may be more sensitive to internal 
alterations.   

Figure 1:  Indirect–to–direct flow ratio for sixteen seasons 
of nitrogen cycling in the Neuse River Estuary 
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Abstract  
LOICZ is an IGBP core project established in 1992, whose aim is to develop a predictive 
understanding of the effects of changes in climate, land use and sea level on the global 
functioning and sustainability of coastal ecosystems. One of the goals of the project was the 
compilation of biogeochemical budgets for a number of coastal areas as larger as possible. A 
biogeochemical modelling procedure was released, which aimed to lay out a robust, widely 
applicable, uniform methodology, based on minimal data requirements on the use of 
secondary data. In agreement with it, a water budget was set up first, in order to estimate 
fluxes at the open boundary, then salt water were taken into consideration, in order to 
estimate diffusive exchanges. Finally, non-conservative tracers were considered, and budgets 
on Phosphorus and Nitrogen were computed in order to indirectly derive an index on 
ecosystem metabolism (Net Ecosystem Metabolism) and estimates on the difference between 
nitrification and denitrification processes.  
Such methodology, however, relies on a few strong assumptions, which not always are 
verified in practise. The major one is that data give an accurate representation of a system 
that is homogeneous and in steady state. Multi-box analysis has been proposed as well, in 
order to overcome the homogeneity constrained, and enable one to apply the procedure also 
to complex coastal area. In the present work, a coupled water quality transport model is used 
to produce a synthetic data set which is assumed to represent reality, the output is subsampled 
by mimicking a monitoring program and LOICZ modelling procedure is applied, both in the 
traditional and in the multi-box frame. 
The resulting Indexes are then compared among themselves, and with the synthetic reality. In 
this way it is possible to assess reliability of the estimates provided, underline the limits of 
the procedure and derive a number of suggestion for ‘best’ application of the LOICZ 
biogeochemical modelling procedure, and proper interpretation of its results. 

Acknowledgements 
This work was supported by OGS 

References 
Gordon, Jr., D. C., P. R. Boudreau, K. H. Mann, J.-E. Ong, W. L. Silvert, S. V. Smith, G. 

Wattayakorn, F. Wulff and T. Yanagi, 1996. LOICZ Biogeochemical Modelling Guidelines. 
LOICZ Reports & Studies No 5, 1-96. 

 Cossarini G., Castellani C.,  Barbanti A., Bernstein A., Cecconi, G., Collavini, F., Guerzoni S., 
Montobbio L., Pastres R., Rabitti S., Socal G., Solidoro C., Vazzoler M., Zaggia L., 2002.  
LOICZ budget analysis: application to the Venice Lagoon. In A Network in support of the IGBP 
core programme: Land Ocean Interaction in the Coastal Zone (LOICZ) and a contribution to the 

31

mailto:dcanu@inogs.it
mailto:gcossarini@inogs.it
mailto:csolidoro@inogs.it


 ECEM/EAML 2004

implementation of the Water Framework Directive with the collaboration of Institute for the 
Environment and Sustainability. Joint Research Centre, Ispra, Italy 

Melaku Canu D., C. Solidoro, and G. Umgiesser, 2004. Modelling the responses of the Lagoon of 
Venice ecosystem to variations in physical forcings. Ecological Modelling, Vol. 170, pp. 265-
289. 

32



ECEM/EAML 2004

On modelling a microcolonial black fungi growth on rock surfaces

O.Chertov1,3, A. Gorbushina2, B. Deventer1

1 University of Applied Sciences Bingen, Berlinstr. 109, 55411 Bingen, Germany. Tel.
+49 6721 409127, Fax + 49 671 409110, E-mail chertov@fh-bingen.de;

2 Geomicrobiology (ICBM), Carl von Ossietzky University of Oldenburg, Carl von Ossietzky
Str. 9-11, 26129 Oldenburg, Germany. Tel. +49 441 798 3393;

E-mail gorbushina@uni-oldenburg.de
3 Biological Research Institute of St. Petersburg State University, Oranienbaum Rd. 2,

198504 St. Petersburg-Peterhoff, Russia

Key words: biofilms; sub-aerial rock; microcolonial fungi; simulation model

Introduction
In ecology, there is no clear concept on the former and present influence of microbial and
especially fungal sub-aerial biofilms as a specific type of pioneer ecosystem. Nevertheless,
sub-aerial biofilms on solid rocks play a crucial role in energy and matter turnover, and
especially in acceleration of rock weathering resulting in soil formation and vegetation
colonisation in all natural zones (Staley et al., 1982). The biofilms are a very first stage of any
primary succession represented on solid rocks, in many deserts and on monuments, but it is
missing practically in all works on ecosystem and vegetation dynamics. Exposed rock
surfaces of various origins and under different climatic conditions are colonised
predominantly by fungi, but especially inherent for the sub-aerial biofilms is the presence of
slow growing yeast-like black fungi often termed as microcolonial fungi (MCF). This living
form is developing in the wide group of Ascomycetes in the orders of Dothideales,
Chaetothyriales and Pleosporales in the harsh conditions of specific ecological niches on rock
surfaces (Sterflinger et al., 1999). No models of this wide spread specific type of primary
ecosystems have been compiled before.

Results and discussion
The analysis of the existed experimental data on MCF growth allowed for a completion of the
following works: (i) a conceptual model of rock dwelling fungal biofilms formed on exposed
surfaces of solid rocks; the model illustrates the role of environmental factors and an
interaction of MCF with ephemerous algal and bacterial communities; (ii) generalisation of
the effect of environmental factors (temperature, water, external input of organic matter) on
the development of slow growing black MCF; (iii) the data on MCF growth in culture. This
experimental basis allowed for a compilation and analysis of the simulation model of growth
for a single fungal microcolony on a solid rock surface. The model exploits the idea of
potential growth influenced by the environmental factors and organic nutrition. The effect of
the factors is evaluated using the Liebig law of minimum. The model is realised in PowerSim
Studio™ software. The structure of the model can be seen on the Figure.
The model sensitivity analysis shows, that a continued lack of organic nutrition is a
dominating environmental factor limiting growth of MCF on stone monuments and other
exposed rock surfaces in European temperate and Mediterranean climate. The exponential
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growth of MCF was found at unlimited organic nutrition even with strong reduction of wet
growing days with favourable temperature.

Figure. Flow chart of MCF growth model; ‘k’ means coefficient of potential growth; ‘K_T’ is
temperature multiplier

Conclusions
The results of the simulation correspond well to the existing observations of MCF growth in
natural conditions (Gorbushina, 1997; Krumbein and Jens, 1981; Staley et al., 1982) mostly at
the surface of monuments. The conclusion on the role of a lack of available organic nutrition
coincides well with the theory of dust derived growth of chemoorganotroph microorganisms
on bare rock surfaces even in remote desert environments referred to by Gorbushina et al.
(2001). However, significant gaps exist in our knowledge of the quantitative parameters and
the processes of fungal growth and survival under the impact of natural and anthropogenic
factors.
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Introduction
Recently, the idea on the necessity to have a cascade of models with a different spatial
resolution was dominated in the terrestrial ecosystem modelling (Acevedo et al., 1995). The
main argument was to have various specific models for local, landscape and regional levels.
However, this idea can be significantly modified now. Here we show the prospects for the
implementation of one basic model type to cover different spatial scales in forest ecosystem
modelling. To demonstrate multi-scale application of one model type, we used a model
EFIMOD (Komarov et al., 2003) for the description of stand growth, soil dynamics and
biological cycle of C and N in boreal and temperate forest ecosystems. It is a spatially explicit
individual-based stand-level simulator for several boreal and temperate tree species on
different forest soils under European climatic conditions. Tree biomass growth is modelled
depending on the tree’s ecological parameters (silvics), tree’s position within the stand and
local light and available soil nitrogen. The soil submodel is used to estimate organic matter
dynamics and available nitrogen for tree growth.

Results and discussion
The effectiveness of the EFIMOD for theoretical analysis of individual tree growth and
ecosystem dynamics at stand level was demonstrated before (Komarov et al., 2003). The
recent use of the model at stand level for the quantification of the factors of forest growth
increase in Europe allows for a conclusion on the relative contribution of the environmental
factors in this process. The simulation shows that high atmospheric nitrogen deposition and
growth of temperature in Europe can lead to 5 to 20% increasing of forest growing stock, and
4 to 10% reduction of soil C. The EFIMOD was also used for the study of the effects of two
main types of forest thinning: classical one from below (removal of small trees) and from
above (removal of large trees). The results demonstrate no ecological difference of these types
of thinning but a significant contrast in the size and volume of merchantable wood. The
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promising results with the EFIMOD were obtained for the evaluation of carbon balance in
Canadian boreal forests.

At local level, we have used EFIMOD in a case study in Central Russia. A forest lot
in experimental forest “Russky Les” south of Moscow, Russia, has been selected for the case
study. The simulated time series shows that strategy of natural development is the best
alternative from the ecological point of view. The selective forest scenario is the best
corresponding to the concept of sustainable forestry. This case study demonstrates a good
applicability of forest stand model for simulation at the local level of forest unit or landscape.

The possibility of the model for the regional level was tested at the evaluation of 50-
year regional soil carbon balance in forest ecosystems of Leningrad administrative area,
north-western Russia, with total area 3.8 mln ha. The contribution of forests with dominance
of different tree species at wide range of soils in carbon sequestration was evaluated. The
conclusion is that the forests of the region are sinks of atmospheric carbon. The loss of soil
carbon was found in young stands only. The total soil carbon balance reaches a positive value
of 8.7 mln ton at the area of the region for 50 years time span.

Conclusions
The examples of the application of stand-level forest ecosystem model for local and regional
levels prove the prospects for the use of one basic model type for multi-scale simulation. This
approach allows for simulation of the ecosystem dynamics at large scales without loss of
information. At the local level, the same method has been used by Chumachenko et al. (2003)
for rather big forest territories. At the regional level, the use of one basic model is
corresponding to the facilities of Canadian model CBM-CFS2 (Kurz, Apps, 1999) and
EFISCEN model (Nabuurs et al., 2003) implemented at national and continental levels. In this
relation, we think that the use of the ecosystem model that directly accounts for biomass
productivity (NPP) and soil dynamics has a real privilege over the simulators based on
standard growth tables.
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Introduction 
In the context of the Ecosystem Approach to Fisheries (FAO, 2003), we propose to rely on 
the individual-based modelling (IBM) technique to investigate the functioning of the Guinean 
marine ecosystem and its reaction to fishing pressure. Our approach aims at representing the 
complexity of the interactions between species, and between species and their environment. 
Individual-based models appear to be a relevant approach since the goal of the study is to 
explore the complex characteristics of the structure and dynamics of an ecosystem (Parrot & 
Kok, 2000). Many IBM appeared in the fish biology literature during the last fifteen years 
(DeAngelis & Gross, 1992 ; Grimm, 1999) but few intended to represent an exploited marine 
fish community and its resources (as did Shin and Cury (2004)). 
 

Results and discussion 
MOOVES (Marine Object-Oriented Virtual Ecosystem Simulator) is based on an individual-
based model of marine macroorganisms interacting in a simulated environment 
(heterogeneous ground nature and water masses). The simulator makes the agents move 
around on a georeferenced grid where abiotic parameters are explicit. The organisms’ full life 
cycle is represented: hatching, foraging, search for suitable environmental conditions, growth, 
reproduction and death. Agents belong to “bio-functional groups” that comprise species that 
share habitat, food resources and have similar life-history traits parameters. Diets consist of 
consumption within source compartments (plankton, detritus, benthos) and/or predation on 
other individuals, depending only on the predator-prey spatio-temporal co-occurrence and 
size ratio, whatever the prey taxonomic origin may be. Fishing pressure is formalized as a 
mortality coefficient.  
This approach allows to analyse the consequences, at the ecosystem level, of the functioning 
hypothesis that are implemented at the level of bio-functional groups. We find out models of 
life-history processes and individual interactions that are viable to represent a coherent 
system. By application of this viable set of processes and parameters, we investigate the 
structuring and controls that occur within and between fish communities. In particular, 
reaction of the system to fishing pressure is stressed, as this disturbance is high in Guinea 
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(Domain et al., 1999). Various types of scenarios are compared: exploitation of all species, of 
a few target species, or of fish larger than a given size. 
 

Conclusion 
Searching for viable sets of processes provides insight into the origins of the system 
dynamics. We adopt a pattern-oriented approach (Railback, 2001) to validate the model. 
From there, we study the impact of fishing and explore various fisheries strategies. 
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Abstract 
Data Assimilation techniques were applied to an ecosystem model of the Venice lagoon to 
obtain reliable and coherent estimations of the chlorophyll and nutrient fields, improving the 
knowledge on spatial and temporal evolution of the trophic state. The model, already 
released, parameterizes the transport processes in term of pure turbulent diffusion and 
describes the evolution and interaction of 12 biological compartments. Rivers and urban 
nutrient loads, energy and matter exchanges at the air-water interface and exchanges with the 
Adriatic Sea are the input factors which drive the model. 
 
Assimilation procedures utilize monthly observations collected in a monitoring network 
which covers homogeneously the lagoon during the year 2001. Data were interpolated to the 
regular grid of the model using an objective analysis technique specifically developed for the 
lagoon. Such a technique is based on the definition the correlation between points as function 
of a “characteristic distance”, that accounted for the hydrodynamic condition of the system. 
 
Different estimates of the state of the system provided by different DA techniques were 
compared to the reference solution, in order to judge the capability of the methods of 
reproducing reliable seasonal evolution of nutrient and chlorophyll spatial gradients in the 
lagoon. 
 
In particular, we compared results obtained by simple techniques, such as Direct Insertion 
and Optimal Interpolation, and more complex, state of art, technique, such as the application 
of the Error Subspace Statistical Estimation scheme on the Extend Kalman Filter. In the latter 
case, in addition to the forecast of the state, the methodology enables one to evaluate also the 
error distribution of the forecast of the model and the assimilated fields in relation to the 
uncertainty of input factors and model parameters. 
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Introduction 
Influence of some meteorological variables on phenological development of different plant 
species in Slovenia was investigated. The purpose of our work was working out phenological 
and phenoclimatic multiple regression models for prediction of phenophases appearance 
considering principle of parsimonious. Phenological and meteorological data for the period 
1955-2000 were used in our study, eight locations were selected: Celje, Ilirska Bistrica, 
Lesce, Ljubljana, Maribor, Murska Sobota, Novo mesto and Rateče, which represented at the 
same time phenological and meteorological stations. 6 different phenophases (leaf unfolding, 
beginning of flowering, full flowering, first ripe fruits, maturity, autumnal leaf coloring) and 
17 plants respectively were chosen to represent four groups of phenological objects: wild 
herbaceous plants (ox-eye daisy, snowdrop, dandelion, spring-saffron), forest trees and shrubs 
(common silver birch, beech, common elder, horse-chestnut,  goat willow, hazel, large-leaved 
lime, black locust, Norway spruce, common lilac), grasses (cock’s-foot) and fruit trees (plum 
tree, apple tree). Environmental Agency of Republic of Slovenia provided phenological and 
meteorological data. 
 
Results and discussion 
Lower threshold temperatures for particular phenophases appearance were determined with 
the least standard deviation in growing-degree day’s method. Thermal time was calculated 
with rectangular method in three different ways: as growing-degree days above defined lower 
threshold temperature, growing-degree days above zero, calculated from average daily air 
temperatures and growing degree days above zero, calculated from minimum daily air 
temperatures. For the Ljubljana location photothermal time was also calculated. Analysis of 
variance was performed to test variation in phenological dates between stations and linear 
trend analysis was used to investigate time series of phenological data. On the base of 
preliminary correlation analysis multiple linear regression models (stepwise selection) were 
applied. Models were tested with cross validation method and for the Celje station also on 
independent data set for year 2000. The temporal variability of phenological data was very 
high in early spring. The mean linear trends in phenophases appearance were negative, ranged 
from -1.4 days per decade for leaf unfolding, -2.2 days per decade for late-spring flowering 
and -3.1 days per decade for early-spring flowering. The correlation analyses were carried out 
to establish the relationships between phenophases appearance and some meteorological 
variables. The average defined correlation coefficients between flowering dates and mean 
monthly air temperatures ranged from –0.7 to –0.8; values for leaf unfolding phases were a 
little lower. For autumnal phases this correlation was weaker and positive. The correlation 
between winter North Atlantic Oscillation Index (NAOIwin) and temperature was highly 
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significant for all stations for the months from December to March, the average correlation 
coefficient was +0.58. With NAOIwin variability we explained the large part of variation in 
early-flowering phases. Growing degree-days were calculated on the base of statistically 
determined threshold temperature (GDDstat) and above unified threshold temperature 0ºC 
(GDDuni). Sums of GDDuni were lower in Rateče, compared to other stations; largest sums 
were mostly reached in Ilirska Bistrica and Ljubljana, which confirms that the same plant 
species needs larger amount of heat unit accumulation for its development on warm locations 
than in colder areas. When we described phenological progress with GDDstat instead with 
GDDuni, correlation coefficients were higher (from 0.5 to 0.65). We calculated also 
photothermal time for location Ljubljana; we took into consideration the temperature for the 
light part of the day only. For all phases correlation coefficients were higher when we used 
photothermal instead of thermal time.  
 
In detailed analysis of phenophases dependence on meteorological parameters we used 
multiple linear regression to make phenological and phenoclimatic models. We formed 
models for 10 different plants respectively for 14 phenophases where forecasting could be 
useful for particular measures in agrometeorology, medical meteorology, pharmacy or in 
climate change researches. With single phenological model we have predicted individual 
phenological phenomenon for particular plant on the base of previous phenological data of 
the same plant or on the base of previous phenological date of other plants. The most 
frequently included independent variable in models was common silver birch, the next were 
dandelion and horse-chestnut. On the base of correlation analysis we included in multiple 
linear regression analyses as independent variables monthly, two-monthly and three-monthly 
average air temperatures, monthly amount of precipitations, thermal time, NAOI and 
photothermal time for the Ljubljana location only. In all phenoclimatic models thermal time 
respectively photothermal time for Ljubljana was presented as independent variable. In 
models thermal time was mostly expressed as GDDuni or GDDstat which indicated that both 
methods are convenient for usage. We could not ascertain general principle that minimum 
temperatures were more significant for appointed phenophase or plant. Variables of monthly 
amount of precipitation and NAOI were included in smaller number of models. We validated 
models with cross validation method. Average correlation coefficient between observed and 
predicted phenophase data amounted above 0.90 indicating that models represent actual 
conditions well. Analysis of residuals at cross validation has shown maximal deviations 
during extremely warm and cold years on all locations. In addition to cross validation method 
we have tested all models for Celje (this was the only location with data for all treating 
phenophases) on independent data set for year 2000 where maximal difference between 
observed and predicted values was 5 days. 
 
Conclusions 
Possibilities of predicting phenological phases of plants were studied based on meteorological 
variables in Slovenia. Predictions of multiple regression models were good with sufficiently 
long foresight period. Presented equations in this work could be powerfully extended and 
applied to other places and plant species, provided that a sufficiently long time series of 
phenological and meteorological parameters of the area involved were available. 
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Introduction 
Often ecological data are collected as binary absence-presence data, i.e. at a specific site 
within a region it is recorded whether or not a certain species is present at a particular point in 
time. Such absence-presence data do not allow a population biological modelling of the intra- 
and inter-specific dynamics and consequently, the future state of the community may not be 
predicted. However, if absence-presence data are collected along an environmental gradient, 
the data may still effectively be used for generating hypotheses on the effects of the 
environment on community structures. Furthermore, where estimates of the biomass and 
densities of different species are expected to change within and among years, absence-
presence data are less variable in time.  

Results and discussion 
Generally the modelling of the ecological absence-presence data along one or more 
environmental gradients have focussed on estimating the right shape of the species response 
to the environment (e.g. Oksanen and Minchin, 2002). However, for some applied ecological 
purposes it may be more relevant to focus on specific properties of the species response 
curve, such as if there are one or more threshold levels of the environment where the 
probability that a species is present is expected to either increase or decrease significantly. 
For example, imagine an endangered plant species that is known to be readily outcompeted in 
a nitrogen-enriched environment; if there is knowledge on a threshold level of nitrogen 
availability, which has a significant influence on the probability that the species is present, 
then this information may be used in a conservation management plant. Additionally, it may 
be important to obtain knowledge on environmental threshold levels in order to test 
theoretical expectations of the distribution of species along resource gradients (Boyce and 
McDonald, 1999; Kirkpatrick and Barton, 1997). These models suggest that in a continuous 
spatial setting the probability of being present might depend on a threshold level of the 
environment.  
 
Here a methodology for estimating environmental thresholds of binary absence-presence data 
is presented where the level of the threshold is a parameter. The data is fitted to three 
complementary different models: an independent null-model, a monotonically increasing or 
decreasing model, and an optimum model. The range of the three models is strictly between 
zero and one and the models are therefore well suited for modelling presence probabilities. 
The results of the three models may be combined by using Bayesian model selection 
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methodologies. The proposed methodology is exemplified on observed binary absence-
presence of Bauera rubioides along an elevation gradient. 
discussion here.  
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Introduction  
Network environ analysis (NEA) is a methodology to holistically analyze environmental 
systems.  The core analysis is based on pathways, throughflows and storages oriented to the 
input and output environs of each system compartment.  Four perspectives for analyzing 
network properties emerge: (1) throughflow-specific oriented to output environs; (2) 
throughflow-specific oriented to input environs; (2) storage-specific oriented to output 
environs; and (4) storage-specific oriented to input environs.   
 
In this paper we analyze a seven-compartment static, steady-state model of nitrogen flow in 
the Neuse River Estuary, North Carolina, USA (Christian and Thomas, 2003).  Model data 
are averages of flows and storages quantified for sixteen quarters (seasons) during the period 
Spring 1985 - Winter 1989.  The compartments are: 1-Phytoplankton (PN-Phtyo), 2-
Heterotrophs (PN-Hetero), 3-Detritus (PN-Abiotic), 4-Sediments, 5-Dissolved Organic 
Nitrogen (DON), 6-Nitrate/Nitrate (NOx), and 7-Ammonia (NH4).  There are 27 
intercompartmental transfers, and all compartments have boundary inputs and outputs.  
Processes in the model include inorganic N uptake, ammonification, nitrification, N2 fixation, 
and denitrification.  Trophic transfers include planktonic herbivory and detritivory, and 
benthic/water column interactions including suspension-feeding and bottom-feeding.  Data 
sources to estimate standing stocks and flows, from most to least reliable, were: (1) direct 
measurements in the Neuse estuary; (2) interpolations or extrapolations from the Neuse River 
or related studies; (3) literature values or ecological intuition; and (4) results of mass-balance 
calculations constrained by established storage for flow values.  Units for standing stocks are 
mmol N m-2, and units for flows are mmol N m-2 season-2.   
 
Analysis of the model is based on a decomposition of total system throughflow, TST, into 
total environ throughflows, TET, for each of the seven compartments.  Total environ 
throughflows are further decomposed into compartmental boundary exchanges and 
intrasystem flows generated by boundary inputs and outputs at individual compartments.  The 
analysis provides a quantitative basis for the development of indirect effects between 
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compartments and the means for analyzing the fate of nitrogen entering the system and the 
origin of nitrogen leaving the system.  The decomposition of TST is also the basis for 
analyzing the following network properties:       
  

1. Network pathway proliferation: increase of numbers of pathways with path length,  
2. Network nonlocality: dominance of indirect (I) over direct effects (D),  
3. Network homogenization: tendency to uniformly distribute local causality, and  
4. Network amplification: obtaining more than face value from system-level inputs.   

 
The core NEA methodology is described and appropriate interpretations of matrices 
developed in the analysis presented.     

Results and discussion 
Total system throughflow based on outputs is 41514 mmol N m-2 season-1, and based on 
inputs is 41517 mmol N m-2 season-1 (Table XXX).  The Finn Cycling Index is 0.89 meaning 
that approximately 89% of total system throughflow is the result of cycling within the 
network.  Throughflow analysis indicates that about 50% of nitrogen entering the system 
leaves the system through the sediment compartment and only about 2% of all nitrogen 
entering the sediment compartment is returned to the system as throughflow.  Approximately 
36% of all nitrogen entering the PN-Hetero compartment is returned to the system as 
throughflow.  In this regard, sediment is dominant in dissipating nitrogen from the system 
whereas PN-hetero is dominant in retaining nitrogen within the system.  Results of system-
level indices for the Neuse model from the four perspectives are:  
 

indirect to direct effects ratios ranged 51.6 – 2491,  
homogenization ranged 0.912 – 1.88,  
amplification ranged 41 - 42.   

 
These indicate great dominance of indirect nitrogen transfers in the system, a significant 
tendency toward its homogenous distribution among compartments, and large amplification 
of boundary inputs at the compartments.    

Conclusions 
Network environ analysis provides a quantitative basis for understanding the role of indirect 
effects in the network and the contribution of indirect pathways to distribution of local effects 
along network pathways.  Insight gained from the analysis of the Neuse River nitrogen 
system indicate that large numbers of higher order (indirect) pathways turn over and 
distribute local nitrogen stocks widely throughout the system.    
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Abstract 
Recent developments in landscape ecology have emphasised the functional role of 
heterogeneity of mosaics such as a “patchworks” of agricultural fields. Separately, foresters, 
agronomists or managers are now deeply involved in the development and implementation of 
GIS concerning field mosaics, vegetation dynamics, climatic impacts, etc. Spatially explicit 
models are important tools to study this functional role though, as far as we know, there is no 
landscape model able to simulate, analyse and represent, simultaneously, any kind of patchy 
landscape dynamics. We construct a framework for generic landscape modelling (called L). 
This enable us to invest the development of a more integrated tool, based on a parametrisable 
2D dynamic model. The objective is to build a perennial, open and dynamic software platform 
a) to contribute to the design of distinct models and to compare their results; b) to share tools 
and methods; c) to transfer models to a wide range of potential users; d) and to serve as 
teaching material. L is a portable software, designed around a kernel, which provides an 
organisational data structure: projects, scenarios and steps. The kernel also proposes generic 
landscape data descriptions: decisions, processes, actions (geometrical or attributive) and 
landscape units, to cover the widest range of ecosystems. These descriptions can be extended 
in modules, one for each model, which implement a proper data structure and a specific 
evolution function (growth, fragmentation, colonisation…).  
The L model works at landscape scales and intends to simulate the patch dynamics of fields as 
well as networks (such as hedgerow ones). Hence, L is not a model of dynamics in the sense 
of forest transition Markovian or Neutral models (With, 1997). The main originality of L is 
not only to simulate dynamics on the basis of landscape processes, but also to authorise 
attributive as well as geometrical modifications (fields deformations) of the landscape units. 
These modifications are progressive, can be weighted and combined depending on a chosen 
priority. L uses at least 2 (and possibly many more) scales and works in raster mode (soon in 
vector mode). An original real landscape or a virtual one is slowly and progressively modified 
to follow already identified natural (climatic, ecological, topographic…) forces and human 
(political, sociological, economical…) decisions. Each of them is decomposed in processes, 
resulting from a set of actions working at different scales and on distinct landscape units 
(fields, farms, region…). We borrowed the “semantic landscape event” notion to clearly 
dissociate decisions to the landscape itself and we elaborated a priority queue to organise the 
processes sequences (Fall, 2001). It permits to integrate possible feedback to fit the decision 
to the landscape decisions if necessary. Results are detailed landscape evolution scenarios that 
can be gathered for analysis, depending on the rules chosen. Once a scenario has been 
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simulated with L, a toolbox aiming to analyse environmental indices of the landscape is 
available. It is based on the landscape ecology concepts to a large extent, but has been 
improved to compute contagion (connectedness) and heterogeneity (diversity) of the 
landscape at each place and at each scale of the patchy mosaics. With the principle of a 
moving window, it is possible to build heterogeneity maps and variograms that analyse 
patches proportions and arrangements in details. This model acts as a powerful tool able to 
simulate, represent and analyse a wide range of “discontinuous” scenes, from rural to 
periurban landscapes.  

 
We present here the first application of the L model to an agricultural landscape (called La). 
La objectives were to reproduce real (or plausible) Brittany landscape evolutions to test its 
influences on both insects’ metapopulations and pollutant flows (Burel, 2003). The hedgerow 
network, following the field’s dynamics, appears to be crucial in terms of constraints for 
insect movements as well as biogeochemical flows. Data available in Brittany suggest to work 
with a ~60 km² site over the second part of the XXth century, using a seasonal time step (to 
integrate cultural successions). La also imposes to precisely define decisions, processes, 
realisation rules, scales and landscape units to be simulated. Guiding decisions of landscape 
dynamics in our case are purely human and refer to the European Common Agricultural 
Policies (CAP), to the EU Water directive and to farmer individual land use allocation. There 
are at least six processes linked to these decisions: increasing farm surface, farm aggregation, 
field aggregation, land use rotation, hedgerow planting and removal. Each process has set of 
rules (geometrical, scaling, zoning rules), combined with a probability to occur if these rules 
are operating. Processes are not simultaneous and need a priority queue to manage their 
actions. Each process can stand by to test specific hypotheses and influences on the ecological 
fluxes.  
Results are a set of scenarios that reproduces the actual Brittany landscape evolution (1982 – 
2001) with different decisions. The parameters describing actual landscape evolution fit quite 
correctly those of our landscape simulations. These parameters refer to pattern such as land 
use, differentiation from stream to uphill, frequency of a crop in fields or connections among 
land uses within farms. Hedgerow densities and landscape connectivity properties concern 
this application. The simulation model La offers landscapes that will later permit to test the 
effects of land-cover and hedgerow network dynamics of species composition as well as on 
nutriment fluxes. Our purpose is also to develop a tool to assess the environmental 
consequences of public policies and technological changes. This model permits to analyse the 
processes that drive changes in landscape patterns and ecological functioning.  
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Introduction
Mixotrophy, defined as the uptake of particulate organic material (= phagotrophy) and
photosynthesis by a single individual, is a common phenomenon in aquatic ecosystems, in
particular in light or nutrient limited environments. As mixotrophic organisms act both as
producers and consumers, they complicate the energy and nutrient flux in the food web and
render incomplete the classical model of a marine ecological system. Current theoretical
understanding of mixotrophy is insufficient, and it is usually ignored in Nutrient-
Phytoplankton-Zooplankton (NPZ)-models. This study seeks to understand how descriptions
of different types of mixotrophy should be incorporated into NPZ-models and to explore the
consequences for ecological dynamics and carbon flux. Mixotrophy is analysed within a
system of coupled nonlinear ordinary differential equations. The method applied is similar, in
both concept and implementation, to that used by Pitchford and Brindley (1998) when
modelling intratrophic predation (or functional �cannibalism�).

Results and discussion
Consider Type III mixotrophy, involving predominantly heterotrophic photosynthesising
�protozoa� (Stoecker 1998). As a benchmark, we use a non-mixotrophic model for
phytoplankton P and zooplankton Z dynamics (Truscott and Brindley 1994):

( ) ( )PZgPrPAdtdP −= , (1)
( ) ( )ZZPZgdtdZ µγ −= . (2)

Here the function A(P) represents competition among algae for light and/or nutrient, g (P) is
the per capita grazing pressure (a Holling type III grazing function), µ(Z) models zooplankton
mortality, r is the maximum per capita phytoplankton growth rate and γ is a conversion
efficiency. Under type III mixotrophy a small fraction ε (<< 1) of the Z also engages in
primary production, and therefore competes for light and/or nutrient with the P, while
increasing the Z population. This results in a system such as:

( ) ( )PZgZPrPAdtdP −+= ε ,            (3)
( ) ( ) µεεγ ZZPZrAPZgdtdZ −++= . (4)

The nonmixotrophic System (1,2) has one nontrivial equilibrium (Fig. 1).  To see the effect of
an O(ε) level of type III mixotrophy on equilibrium structure and stability the null clines and
equilibrium value were calculated. As in Fig. 1, the new equilibrium is shifted leftwards and
upwards, and is therefore less likely to undergo a Hopf bifurcation from stable to unstable
equilibrium. What will be the effect of low-level mixotrophy III in relation to the system�s
response to parametric forcing? The most obvious change through which one would expect a
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bloom to be triggered is via an increase in r, the phytoplankton growth. Fig. 2 demonstrates
the response of both systems to forcing in r. r is increased from 0.4 to 0.6 at a constant rate
over 4 days, with the system starting off at its equilibrium. As dr/dt is increased, the response
of the systems undergoes a marked qualitative change, from a slow change of equilibrium
position to excitable behaviour. I.e. a rate (dr/dt = 0.0031) of forcing is too low to allow P to
escape grazing control and no bloom is triggered (not shown). If the increase is slightly
faster, (dr/dt = 0.0032) a bloom occurs in the non-mixotrophic system. However, this
increase is still insufficient for bloom triggering in the mixotrophic system (Fig. 2), for which
the onset of the transition occurs over the range of dr/dt from 0.0036 to 0.0037/day2.

Conclusions
It has been shown, analytically and numerically, that even small levels of type III mixotrophy
have significant effects on the system�s equilibrium structure and stability. Compared to the
nonmixotrophic benchmark, for an outbreak to be triggered in a system with type III
mixotrophy a much larger perturbation is necessary for bloom triggering. This has
consequences for the modelling of carbon budgets, which remain to be explored. Ongoing
work uses similar methods to consider type II mixotrophy, i.e. phagotrophy in �algae�, by
allowing a fraction ε of the P population to behave phagotrophically.
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Fig. 1.  Null clines for the original excitable P-Z system
(1,2) and the mixotrophic III system (3,4). Stable
equilibrium at (PE, ZE). (dZ/dt) = 0 null cline with
introduced mixotrophy III decreased so that Eq. shifts
to the left. The new equilibrium is more stable.

Fig. 2. Evolution of phytoplankton population after
perturbation of r (dr/dt = 0.0032), for nonmixotrophic
System (Truscott and Brindley 1994) and for
mixotrophic type III System.
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Introduction  
There is a growing realisation that marine fisheries should be managed in a way that accounts 
for the ecosystem effects of harvesting. Consequently, the Commission for the Conservation 
of Antarctic Marine Living Resources Ecosystem Monitoring Program (CEMP) aims to 
monitor the ecosystem effects of harvesting krill by collecting data on the performance of 
land-based marine predators. An important question is how to use these data to distinguish 
the effects of harvesting from those of natural variability or long-term environmental change.  
 
The response of a predator population to the availability of a single prey type is likely to be 
affected by its own life-history characteristics and trophic interactions with other species, 
such as predation and competition. Here we explore these effects using a model of interacting 
predator populations. The model was based on a system around South Georgia consisting of 
mackerel icefish, gentoo penguins, macaroni penguins, and their common prey, krill. Gentoo 
penguins also feed on mackerel icefish. An initial model was constructed with delay-
difference equations in which prey availability controlled the density-dependent growth of 
the predator populations with a time lag corresponding to the age at first breeding. Gentoo 
predation on mackerel icefish was a function of the relative abundance of icefish and krill. 
The abundance of the krill population in each year was independent of either the krill 
population or the predator populations in previous years.  
 
We investigated the model�s output to determine how individual predator populations 
respond to changes in the underlying availability of krill, and whether monitoring these 
populations would give a clear indication of the underlying changes.  

Results and discussion 
The different responses of three predator populations, that were previously at equilibrium, to 
a temporary reduction in prey availability (caused, for example, by increased harvesting) are 
shown in figure 1. The timing of the initial response is controlled by the age at first breeding. 
However, after about two decades, opposite trends are seen in the penguin and mackerel 
icefish populations. Reduced competition from mackerel icefish allows both penguin 
populations to recover slightly, but the mackerel icefish population continues to decline. 
When the initial prey supply is restored, the mackerel icefish population takes longer than the 
penguin populations to return to its equilibrium level. Simple population models suggest that 
populations respond to environmental changes at time scales controlled by their growth rates 
(May et al 1979). In this model, however, the intrinsic growth rate of the mackerel icefish 
population was higher than those of the two penguin populations, which illustrates that 
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trophic interactions are also important.  Monitoring selected populations (the penguins, for 
example) may not give sufficient information on the overall status of the ecosystem.  
 

0 50 100 150 200

Gentoo penguins

Macaroni penguins

Mackerel icefish

Time (years)
 

Fig 1: Responses of three predator 
populations to a reduction in prey 
availability between years 1 and 
100. The populations differed in 
growth rate and age at first 
breeding. Mackerel icefish was also 
an alternative prey species for 
gentoo penguins. 

 
In further simulations where prey availability oscillated at a range of wavelengths, the 
oscillations, the predator populations also oscillated, but with phase differences. Even with 
wavelengths of several decades, the changes in some of the predator populations did not 
reflect contemporary trends in the abundance of prey, or of other predators. The implications 
of this are that;  (i) combined indices from several predators may mask underlying trends in 
prey availability, especially when these trends have recently been reversed (for example, as 
the result of a new harvesting control measure), and (ii) predator populations may reflect the 
previous, rather than current, status of the prey population. 
 
These preliminary results illustrate the importance of interacting life-history characteristics 
and trophic relationships in determining the response of predator populations to prey 
availability. The CEMP monitors performance measures for predators, rather than population 
size. However, some of these may be affected by life history characteristics that introduce a 
time lag into the response to prey availability, although others may show a more immediate 
response.  
 
The next stage is to produce models that more realistically reflect the system under 
consideration, and the monitored characteristics. These will be used to establish the 
sensitivity of these characteristics to life-history parameters and the nature of trophic 
interactions. 

Conclusions 
Life-history characteristics and trophic interactions control the response of predator 
populations to prey availability, such that two predator populations can show opposite 
responses. Monitoring a limited number of populations may therefore give an incomplete 
picture of the overall status of the ecosystem. Furthermore, combined results from several 
populations with different response rates may mask these responses. Models that incorporate 
key life-history characteristics and trophic interactions should therefore be used in 
conjunction with ecosystem monitoring programs to aid the interpretation of the resulting 
data. 
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Introduction 
Theories focussing on local competition processes predict that species diversity is maximised 
with high-frequency environmental variability or alternatively with intermediate frequencies 
(Huston 1994). The models coupling regional processes to local explanations of diversity 
patterns predict that the immigration rate from a regional species pool can strongly increase 
diversity (Loreau and Mouquet 1999, Mouquet et al. 2002). However, the interaction between 
local and regional processes in temporally fluctuating environment has received little 
attention.  
 
Natural populations commonly have unimodal growth responses to environmental variables, 
such as temperature and salinity, and species differ in the location of optima. Therefore it is 
plausible that environmental changes can also change competitive ranking of species. We 
explored in a simulation study how the patterns of species diversity (indicated by Shannon 
diversity index) are affected by the frequency spectrum of stochastic environmental 
variations and density independent immigration rate in a competition model. The growth rate 
of a species had a unimodal response to a continuous environmental variable. The location of 
optimum and breadth of the growth response in the environmental niche axis is treated as a 
species-dependent trait. 

Results and discussion 
Decreasing the frequency of environmental variations produced monotonically decreasing or 
unimodal “intermediate disturbance type” diversity patterns in the competition model. The 
level of diversity and type of the pattern was determined by immigration rate, and the number 
and traits of the species initially placed along the environmental niche axis. Immigration 
generally increased diversity, but the amount of increase in intermediate immigration rates 
was strongly modified by the frequency of the environmental variation. Decreasing the 
frequency of the environmental variation always produced a monotonically decreasing 
diversity pattern in a two-species system where the growth optima are positioned 
symmetrically around the mode of the environmental noise. However, increasing the species 
number and asymmetry of optima makes the diversity pattern sensitive to immigration rate: 
diversity can be very low and unaffected by the frequency of environmental variation in the 
absence of immigration, peak in low-frequency environment with small immigration rate (i.e. 
produce the IDH type pattern), or decrease monotonically with high immigration rate. 
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Diversity is most sensitive to small changes in the initial species number and position of the 
species growth optima when environmental fluctuations have high frequency. 

Conclusions 
That immigration can change the impact of the frequency of the environmental variation on 
diversity from monotonically decreasing to unimodal (IDH type) pattern emphasizes that the 
regional process can be important for explanations of the diversity patterns, especially when 
the immigration rates are uncorrelated to the local conditions. The strong interactions 
between community properties, immigration rate, and the spectrum of environmental 
variation suggest that small changes in community properties or in dispersal rates can have a 
large impact on species diversity. 
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Introduction:

In the frame of project ''Mapping the habitats of the Republic of Croatia'' (financed by
Ministry  of  Environmental  Protection  and  Physical  Planning  of  the  Republic  of
Croatia)  for  the  purpose  of  mapping  spatial  distribution  of  marine  habitats  (see
contribution of  Bakran-Petricioli et al.), specific oceanographic variables have to be
modelled.  Those  variables  were  sea  bottom  temperature,  sea  bottom  salinity  and
bottom sea current magnitude.

Discussion and conclusions:

To accomplish that aim we used a high resolution 3D finite element diagnostic model
based on the three-dimensional shallow water equations (Lynch and Werner, 1987;
Lynch et al., 1992). Well known “sigma” coordinate system is used in vertical, with
21  non-uniformly  placed  nodes  whose  sinusoidal  vertical  spacing  provides  an
increased resolution in the surface and bottom layers. This high resolution vertical
grid is necessary for adequate simulations of turbulent dissipation and details of the
currents, especially along complex Croatian coast. The horizontal finite element grid
used in the study consists of 23055 nodes and 37200 elements. The size of triangle
areas varies from 0.02 km2 to 757 km2, with the length of nodal distances varying from
about 500 m in coastal areas up to 44 km in the largest triangle (deep off-shore part of
domain). With this mesh we have been able to include in our simulations 77 major
islands  and  recognize  realistic  topography  with  lateral  geometry  capable  of
representing  the  key  feature  of  rich  Croatian  coast  (many  islands  and  narrow
channels).  Model  was  forced  with  temperature  and  salinity  fields  obtained  from
available  datasets  (MEDATLAS database)  using optimal  analysis.  We grouped all
data into four seasons (winter = January – March, spring= April – June, summer =
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July - September, autumn = October - December) because of low temporal and spatial
distribution in order to have seasonal three-dimensional temperature-salinity fields.
Those fields in the model generated seasonal current fields used for the worst case
scenario of minimum bottom current criteria. We also looked for currents generated
with  tidal  forcing  of  two main  harmonics  (M2 and  K1)  at  the  open  boundary,  as
contribution  to  previously  obtained  current  fields.  Tidal  part  of  study  was  done
previously using the same model and data assimilation technique (Janekovic et al.,
2003). Combining those two sets, presuming that tidal dynamics is manly barotropic
phenomena not  changing through seasons,  we computed minimum bottom current
magnitude as measure of bottom kinetic energy. Wind-driven circulation was obtained
using typical  strong wind  blowing along basin  from south  and across  basin  from
north-east direction giving possible high values of current magnitude at bottom used
for “the worst case scenario”. Those data as well with temperature and salinity fields
were  used  for  criteria  in  mapping  spatial  distribution  of  marine  habitats  (see
contribution of  Bakran-Petricioli  et al.) as independent variables in neural network
training and validation scheme, not described here.
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Abstract
A number of criteria are taken into account for estimating suitability for development of
aquaculture in the Velebit channel (Adriatic Sea). Among them depth, extreme wave height,
extreme wind intensity, intensity of currents, spatial and temporal distribution of temperature
as well as characteristics of benthic communities were studied in detail.

The criteria were contrasted and areas not suitable for aquaculture were eliminated. Now the
remaining problem to be solved was to determine carrying capacity (GESAMP 1996,
MAFW, 2004) of the Velebit channel. It is well known that fish cultures, by releasing organic
matter, contribute to eutrophication. Given a level of eutrophication willing to be accepted by
a county, and a type of culture, carrying capacity follows.

The next step was to consider variations in the type of aquaculture and see how this changes
the carrying capacity. Indeed a large variation in the result is obtained by considering
polycultures. Variation in the results of using various combinations of polycultures is
discussed and a guidelines for further development are given.
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Introduction 
Light conditions are very important determinant of forest understory vegetation pattern. To 
further examine that relation we investigated response of forest herbs to available light 
conditions in the forest of silver fir (Abies alba) and beech (Fagus sylvatica) which are most 
frequent altimontane forest on Croatian karst, using the hemispherical photographs for 
measuring available light. Our special interest was focused on the possibility of estimation 
light condition parameters (which are hardly gatherable at field) on the large areas using the 
remotely sensed data, as potential support to the spatial prediction of phytodiversity and 
particular plant species occurrences (Jelaska et al. 2003). 
All in all 151 circular plots with 25 meters diameter were surveyed, alongside with the ten 
meters diameter circular plot, positioned inside bigger ones. Data about the floristic 
assemblage were gathered in four equal sectors of the smaller circle, divided by cardinal 
points of the compass, and overall for large plots. Hemispherical photographs of forest 
canopies were taken in the centre of each plot during the 2002 growing season and analysed 
with Gap Light Analyzer software (Frazer et al., 1999). Using the sky-region grid compound 
of 36 azimuth and 9 zenith regions taking into account polar projection distortion of the lens 
two canopy characteristics were calculated for each photograph: Leaf Area Index (LAI) and 
Canopy Openness. Canopy characteristics were calculated for the whole view of sky, and for 
portions of the sky that corresponds to the four sectors of the smaller plot. For portion of 
sampled area satellite Landsat ETM+ image was available which enable comparison of 
canopy features with Normalized Difference Vegetative Index (NDVI). Relations between 
mentioned variables (floristic, derived from hemispherical photographs and derived from 
satellite image) were investigated by univariate correlations, canonical correspondence 
analyses (CCA; ter Braak and Smilauer, 2002), classification trees (CT) and logistic 
regression. 

Results and discussion 
Statistically significant negative correlation was detected between canopy openness and 
NDVI for best-contrasted photographs, while LAI was positively correlated with NDVI for 
all analysed photographs. LAI was negatively correlated with number of present plant species 
for best-contrasted photographs. Using the CCA, herbaceous plant species that are most 
influenced by the light conditions were detected (Figure 1.). According to CT analysis that 
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included altitude, slope, northness (cosine of aspect) and LAI as predictor variables, LAI was 
important predictor variable for estimating the number of present plant species, as well as for 
occurrence of particular plant species. Besides CT, logistic regression models were developed 
and tested for their accuracy on independent data for selected species as well. 
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Figure 1. Bi-plot of 38 species and 4 environmental variables after CCA analyses (1st and 2nd 
ordinal axes). 

Conclusions 
These results lead to the future modelling of silver fir – beech forest phytodiversity and 
spatial distribution of particular plant species as a function of environmental estimators 
(geomorphologic variables based on digital terrain model and light conditions based on 
remotely sensed NDVI). 

Acknowledgements 
This work was supported by OIKON Ltd. – Institute for Applied Ecology. We wish to thank 
stuff of Forest Managements from Delnice, Senj, Ogulin and Gospić for their hospitality 
during our field work. 

References 
Frazer, G.W., Canham, C.D. and Lertzman, K.P., Gap Light Analyzer (GLA), Version 2.0. 
Simon Fraser University, Burnaby, British Columbia, and the Institute of Ecosystem Studies, 
Millbrook, New York, 36 pp, 1999. 

Jelaska, S.D., Antonić, O., Nikolić, T., Hršak, V., Plazibat, M. and Križan, J., Estimating 
plant species occurrence in MTB/64 quadrants as a function of DEM-based variables – a case 
study for Medvednica Nature Park, Croatia. Ecological Modeling. 170, 333-343, 2003. 

Ter Braak, C.J.F. and Smilauer, P., CANOCO Reference manual and CanoDraw for Windows 
User's guide: Software for Canonical Community Ordination (version 4.5). Microcomputer 
Power (Ithaca, NY, USA), 500 pp, 2002. 

64



ECEM/EAML 2004

Spatial Forest Plan Development in the Presence of Northern Spotted Owls 

Debora L. Johnson 
1
, Pete Bettinger

2
, K. Norman Johnson

3

1
College Forests, College of Forestry, Oregon State University, Corvallis, Oregon 

97331 (corresponding author).  E-mail:  debora.Johnson@oregonstate.edu

Phone: 541-737-6388. Fax: 541-737-3049.
2
Warnell School of Forest Resources, University of Georgia, Athens, Georgia   

E-mail: pbettinger@forestry.uga.edu 
3
Department of Forest Resources, Oregon State University, Corvallis, Oregon   

E-mail:norm.johnson@oregonstate.edu 

Key words: forest planning, spotted owls, heuristic programming 

Introduction 

In the Pacific Northwest, forest plans increasingly must address habitat goals that have 

complex spatial and temporal components to ensure compliance with regulatory restrictions 

or organizational goals.  Landowners who actively manage forests that contain rare species, 

like the northern spotted owl (Strix Occidentalis caurina), need to be able to demonstrate to 

decision makers how their management strategies affect habitat for these species.  

Oregon State University’s College of Forestry manages about 1900 hectares on the eastern 

edge of the Oregon Coast Range. A forest plan constructed in 1993 divided the forest into 

three zones, and assigned different management approaches to each zone.  The theme for one 

of these zones, the “South Zone” was to actively manage it in a way that achieved the species 

composition and structural characteristics of a mid to late-seral forest. The predominant 

silvicultural strategy was single-tree and group selection implemented in a way that promotes 

the development of large conifers and understory hardwood trees.  

One year after this plan went into effect, a pair of northern spotted owls began nesting in 

this zone of the forest. Spotted owls are listed as a “threatened” species under the U.S. 

Endangered Species Act, which requires that non-federal landowners avoid harming the 

species or adversely affecting its habitat.  The U.S. Fish and Wildlife Service has issued 

draft guidelines that call for the retention of 40% of the area within 2.4 kilometers of the owl 

nest as nesting, roosting, and foraging (NRF) habitat to avoid “take” of the species.  This 

habitat is characterized by older, closed canopy forest with multiple layers, suitable nest 

trees and adequate flying space beneath the crowns. Although the management theme for 

this zone (developing mid to late-seral conditions) of the forest seemed consistent with the 

needs of spotted owls, an analysis of the existing NRF habitat revealed only 39% in the 2.4-

kilometer circle and suggested that any type of profitable timber harvest in suitable NRF 

habitat would render it unsuitable for some time.  
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Results and discussion 

A new planning effort was initiated to develop a process where the amount of NRF habitat 

for spotted owls could be maintained within the 2.4-kilometer circle, while implementing a 

replicated experiment that tested four different types of group selection harvest systems 

across the zone. Three distinct spatial scales were recognized:  treatment blocks, patches and 

parts of patches. Treatment blocks were divided into group selection “patches” that were 

designed by taking into account the existing road system, the topography, and the potential 

array of logging corridors.  These patches were intersected with the forest inventory stand 

boundaries that our yields are modeled from to create “parts” of patches.  

Timing and treatment of patches had to facilitate an efficient harvesting system and enable 

assessment of the treatments across a treatment block.  A heuristic optimization technique 

was used to facilitate the development of this spatial forest plan.  Three policy objectives 

were modeled:  maintaining a minimum level of 0, 40, and 80% NRF within  

2.4 kilometers of a known owl nest site.  When NRF habitat levels were constrained to a 

minimum level of 40%, net present value (NPV) declined by almost 24%, while average NRF 

value (over a 100-year planning horizon) increased 11%.  When NRF levels were constrained 

to a minimum level of 80%, NPV declined almost 70%, while average NRF increased 29%.  

Conclusions 

This heuristic spatial forest planning process allows forest managers to examine a number of 

management options from both economic and ecological perspectives prior to selecting a 

preferred alternative.  It has been used to help the College Forest select patches for harvest 

which retain the recommended level of NRF habitat around the spotted owl nest.  
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Introduction  

Biodiversity policies have been recently implemented throughout the world.  In the Pacific 

Northwest, policy makers have developed numerous policies since the early 1990’s to deal 

with contentious biodiversity issues.  These policies, which were developed somewhat 

independently of each other by different federal and state agencies, form a patchwork of 

different rules and regulations that mirror the underlying diversity of management goals.  In 

the state of Oregon, for example, the Northwest Forest Plan was established to maintain and 

restore old-growth habitats and salmon habitat on federal lands, while providing limited 

timber production.  The State Forest Practices Act was amended to increase protection for 

streams on private forest lands, while providing for abundant timber production.  New plans 

for` State forest lands have been adopted that increase harvest rotation lengths, the amount of 

interior forest habitat and protection for streams.  Oregon land use laws, some of the strongest 

in the USA, have been designed to reduce loss of prime agricultural and forest lands to 

development.  

As experience is gained with biodiversity policies, their shortcomings are becoming 

more apparent.  First, biodiversity may not be very effectively accounted for because policies 

typically were developed in an uncoordinated manner across multi-ownership landscapes—

some components of biodiversity may be under protected while others may be over protected.

Second, they are often based on one-size-fits-all approach that ignores environmental 

variability and diversity of landowner goals.  Third, they often take a static view of desired 

future conditions when disturbances and successional change are inherent to ecosystem 

productivity and diversity. 

In the mid 1990’s a group of scientists developed a policy-focused research project 

titled the “Coastal Landscape Analysis and Modeling Study (CLAMS).” Their goal was to 

use a systems approach to evaluate the aggregate ecological and socio-economic effects of 

forest and land use policies in the Oregon Coast Range, one of the most productive mixtures 

of forests and streams in North America.   The scientists were drawn to the 2 million hectare 

Coast Range Physiographic Province in Oregon because its diversity of ecosystems, the 

presence of a number of species at risk (northern spotted owl, marbled murrlet, and coho 

salmon), and the diversity of land owners with very different management goals and policies.  

Major forest owners are federal (20%), state (15%), industrial (40%), and family forest 

(25%), with lands of the different owners often intermingled across the landscape. 
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CLAMS relies heavily on a variety of regional databases and spatially explicit policy 

simulation models developed during the effort,  including the Landscape Policy and 

Management Simulator (LAMPS), a custom GIS model that can spatially simulate forest 

structure and compositional change across all ownerships for 100 years at a 0.6 ha resolution. 

A variety of economic, biodiversity, and disturbance potential models are then used to 

estimate ecological and economic effects. (More on the project can be found at 

www.fsl.orst.edu/clams/). 

Results and discussion 

Our research over the last several years has lead to a number of new insights about 

current policy and significant technical capability to conduct policy-focused research. Key 

recent findings  include:  1) Trends in old-growth forests and habitat for key species are 

consistent with recently-enacted policies but 100 years is not long-enough to reach policy 

goals, 2) New high contrast landscape patterns will emerge as federal lands become 

dominated by older conifer forest and private industrial lands become dominated by young 

(<50 years) conifer plantations;  3) Habitat diversity will remain relatively high overall but 

declines significantly within ownerships as dominant use policies take effect;  4) Land use 

changes are expected to be relatively small overall but relatively large in forest lands adjacent 

to valleys and large population centers. In addition, we have already conducted a preliminary 

cost effectiveness analysis on alternatives to current forest management policies.  In this 

analysis we determined that increased retention of wildlife trees on private forest lands was 

more efficient at raising a biodiversity index of habitat quality than increasing the rotation 

age on those forest lands.      

Conclusions

Our research also reveals a number of major potential shortcomings of current policies. 

As an example, federal and state policies addressing freshwater habitat conservation for 

Pacific salmon target upland streams on forested lands. However, lowland rivers can be 

disproportionately important for certain salmonid species.   Also, small headwater streams do 

not contribute equally to salmon habitat quality, through debris flow inputs of large wood, but 

policies do not take advantage of this variation.  Also, hardwood and ecologically diverse 

early successional forest will strongly decline because of a number of factors including 

current policies that encourage landowners to create conifer plantations or mature and old-

growth conifer forests.  We are now working to suggest and evaluate policies that might 

mitigate these problems.  
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Introduction  

In this paper, we present preliminary results of the analysis of data concerning the density of 
two populations of bark beetles (Scolytidae: Ips typographus and Pityogenes chalcographus) 
in southwestern Slovenia. The research area is on the Karst plateau at an average of 700 m 
above sea level and measures 618 hectares. This region is a natural transition point from a 
Mediterranean to an Alpine climate, therefore there are frequent catastrophic weather 
conditions in this region (windbreaks, snowbreaks and sleetbreaks were recorded for the 
following years: 1948, 1951, 1952, 1965, 1966, 1967, 1969, 1986, 1987, 1988 ,1992, 1993, 
1996, 1997, 1998, according to the Chronicle of the Forestry Unit Planina). More detailed 
records dealing with this particular region also mention earlier uses of the forest: in 1846 the 
land was bought by the Windischgraetz family, who used it exclusively for hunting. The 
region was originally covered with a natural forest community of Dinaric fir and beech 
forests (Abieti-Fagetum dinaricum), which were cut intensively starting in 1895 and then 
reforested with Norway spruce (Picea abies (L.) Karst.) (FMP 1960). Today, this area 
comprises 1000 ha of 60-90 year old Norway spruce stands in compact complexes. The soil 
foundation is limestone and dolomite.  

Research on the I. typographus took place from 1986-2000 and that of P. chalcographus 
from 1993-2000. The population density of the bark beetles was controlled at 5 locations with 
various exposures (N, NE, NW, S, W, E), using commercial Theyson's traps and pheromones 
(Pheroprax® and Chalcoprax®). Placing of the pheromones for I. typographus was carried 
out from April 9-26 (of each year); placement of the pheromones in the trap for P. 
chalcographus was carried out from April 16-May 12. The pheromones were changed up to 4 
times in one vegetation season and the catch was counted weekly. Quantification was carried 
out according to Chaloupek et al. (1988), i.e., 38 I. typographus or 580 P. chalcographus 
individuals per 1 ml. Quantification of the catch showed that both species have two main 
generations per year, although I. typographus also has two sister generations. The dates of the 
most distinctive maxima were determined and were compared with the data on the 
oscillations of populations of I. typographus and P. chalcographus from other locations in 
Slovenia. The number of caught individuals shows that there is a relatively large population 
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of bark beetles in the environs of Planina when compared with the available data on bark 
beetles in Slovenia and neighboring Austria. This is connected to the fact that the Norway 
spruce found in the research area is alochthonous and thus less resilient and resistant. The 
second reason for the large numbers is due to the influence of environmental factors. 
Frequent catastrophic weather events in these Norway spruce stands produce large amount of 
suitable trophic material for the beetles. In addition, frequent weather-related damage in the 
region means that there is mechanical destabilization of the Norway spruce' root systems, 
which are therefore more sensitive to bark beetle attacks. 

Experiments 

We applied machine learning methods to analyze the gathered data and find dependencies 
between environmental factors and the abundance of the populations of each species.  We 
used model tree induction, and in particular the M5' system  (Wang and Witten, 1997) - a re-
implementation of M5 (Quinlan, 1992) within the software package WEKA (Witten and 
Frank, 1999). The following attributes were used to predict the number of individuals for 
each of the two species of bark beetle at a given moment in time: position (N, NE, NW, S, W, 
E), age of pheromones, days since last control, average monthly temperature, monthly 
rainfall, month, and the number of bark beetles at the previous measurement. Data on the 
weather conditions, as obtained from the nearest meteorological weather station in Postojna, 
were also used. Linear equations and model trees were constructed for each species.  

In general, two attributes, average monthly temperature and previous number of bark beetles, 
turn out to be the most important for predicting the present number of bark beetles. The latter 
increases with each of the two attributes. These are the only attributes appearing in the model 
tree for P. chalcographus and also appear in the linear equations for both species. The 
number of beetles decreases with the number of the month for both species. The results of the 
modeling show an important correlation between the abundance of each of the species and 
the position: N and E positions strongly increase the number of I. typographus individuals, 
while W and N positions increase the number of P. chalcographus individuals. This 
phenomenon can be explained by the adaptation of Norway spruce to extreme conditions at 
southern exposures. At the N, W and E positions individual trees are more sensitive to 
drought and mechanical destabilization of the root system (due to catastrophic weather 
conditions) and are therefore more prone to attack by bark beetles. The models built in our 
study can be used for the prediction of possible bark beetle attacks and represent a useful tool 
in the management of forest stands. 
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Introduction 
First applications of the cellular automata approach to simulation of plant populations or 
community dynamics were developed in the 1980th (Edelstein, 1982; Komarov, 1982; Inghe, 
1990). A summary of results is given by Ermentrout & Edelstein-Keshet (1993). A number of 
papers were published by J. Silvertown et al. (1994 and references there). A short review with 
a list of references of cellular automata models in ecology is given by Balzter et al., (1998). 
The most important peculiarity of our approach is the link between spatially explicit cellular 
automata and the concept of discrete description of the ontogeny of plants developed in 
Russian Population Ecology of plants (Rabotnov, 1978; Gatzuk et al., 1980). The continuous 
process of individual plant development may be subdivided into several stages on the basis of 
morphological indicators reflecting functional importance of plants at different stages. 
Number and duration of age stages may vary from species to species, among life-forms 
within species, and under different environment conditions. The duration of age stages and 
the probability of transition from one stage to another for an individual plant depend on the 
plant’s neighbourhood pattern, the type of ontogenesis and the site conditions (Komarov et 
al., 2003). Such data are available from numerous field studies. The cellular automata 
approach allows for uniting the spatial structure of population and development of individual 
plants with its different role in the population’s life. The age stages of these automata can be 
changed according to simple rules, which reflect the types of plant ontogenesis, different life 
spans of age states, and different sizes of plants in the neighbourhood. 
 
Results and discussion 
The cellular automata model of two interacting populations of creeping plants is considered. 
The rules of cellular automata, which reflect the discrete ontogenetic stages of the particular 
plant species with its specific properties, are defined and the examples of realistic parameters 
for the model calibration are discussed. Earlier (Komarov et al., 2003) we analyzed short-
rhizome plants’ population dynamics at random extinction of individuals with different 
intensities. It was shown that a complete absence of destructive impacts (i.e. under the 
conditions of “strict preservation”) has the same after-effect as a very strong destructive 
impact due to weak restoration capacity. Some other types of nonlinear population dynamics 
were analyzed in that paper in terms of cellular automata models. Here we consider a model 
of populations of two different short-rhizome species of plants. The rule of the interspecies 
competition is defined as a phytogenic field in Uranov’s sense. It implies that the seedlings of 
two different species can occupy a free site with the probability that depends on the distance 
to the neighbor plants of the contrary species. We simulated two long rhizome plants 
populations with different sets of probabilities representing the interspecies interaction. We 
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found that the numbers dynamics of both species is significantly dependent on the presence 
or absence of the phytogenic field. At the presence of interaction the model community 
represents a specific spatial pattern which governs the vegetative propagation of ramets and 
thus influences the plant dynamics. The development of cellular automata models of plant 
populations and communities was also kept on for analysis of the influence of multiplicity of 
ontogeny ways (asynchronous change of age states) (Zhukova, Komarov, 1990), interspecies 
interactions and random external extinctions for the population stability and community 
structure. Using simulation lattice model the increase of genotypic diversity was found as a 
sequence of weak external extinctions. The conditions of this effect were revealed and 
dynamics of genotypes at different levels of random extinction was shown. The rise of stable 
spatial structures from initial random pattern was found in the model of two-species plant 
community with spatial interspecies interactions Uranov’s phytogenic field type. The stability 
of the structures versus weak external random extinction was the most remarkable finding. 
 
Conclusions 
It was shown that the approach uniting cellular automata modelling and methods of discrete 
description of the ontogeny of plants can efficiently utilize data of Plant Population Biology, 
and by this represents a powerful tool for studying different peculiarities of the plant 
population dynamics. 
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Introduction 
Especially in an interdisciplinary context, the prediction of land use changes is a typical task 
for an ecological model. Land use can be a main parameter for geographers, economists and 
even political scientists, i.e. handling conflicts between various users or concerning questions 
of risk management. As shown in the joint research project KRIM (Climate Change and 
Preventive Risk and Coastal Protection Management on the German North Sea Coast), land 
use can be an parameter to connect data and results from different scientific disciplines for 
example in a decision support system (Schirmer 2003). 
The aim of this work is the presentation of a computer model that evaluates alternation of 
land use caused by climatic changes (Kraft 2004). The rule-based model BONU calculates 
the suitability for farming of a given site based on its characteristics, adapted from a general 
soil map. On a regional level it brings out the distribution of biotopes. A downscaled climate 
scenario and land use scenarios give the input values. The soil characteristics are taken from a 
national data base. Based on GIS the model generates maps of the today’s and future 
conditions for land use. Soil moisture, one of the main habitat factors, is deduced from 
characteristic values like water table, climatic water balance and type of soil. Regarding the 
degree of utilisation, the potential land use is evaluated. The model also generates maps that 
mark areas of potential future conflict between farmers and conservationists. Based on the 
goals for conservational development the potential for conflict between both users is 
calculated. 
Research area is the marsh of the Lower Weser located in the North-West of Germany. 
Reference here is the year 2050. 

Results and discussion 
Three different scenarios of land use are compared. Modelling future on-site conditions 
shows a distinct move towards drier conditions. Especially on the high-located parts, the 
marsh ameliorates. This leads to a change in intensity of agricultural use, which in turn 
causes more or less severe conflicts with conservational goals. The computer model shows 
that even an unchanged land use leads to a more intensive use in areas, which should be 
developed more extensively, according to conservational goals. On the other hand, the model 
proves that conservation can succeed in a scenario of extensification. Comparing the results 
of the single scenarios, hot spots of sensitivity for climatic changes can be detected. 
Astonishingly the today intensively used parts of the landscape are particularly sensitive; 
habitats that are used in a traditionally way, are more or less insensitive. 
Validation with land use mappings like Corrine land cover show a high self-consistency of 
the data from BONU. Especially the distribution of biotopes is accurately described. 
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Although the intensity of conflicts between the users is overstated in some cases, the 
evaluation marks the tender points. Nevertheless, the possibilities of BONU can be enhanced 
by taking into account the spatial structure of the landscape like ditches and distance to the 
next farm. Data that are more detailed would lead to an enhanced accuracy of the computer 
model. In addition to the conflict evaluation, ecological values could be calculated (Kraft 
2002). 

Conclusions 

BONU proves to be a praxis oriented, ecological model for the modelling of agricultural use 
and the evaluation of potential conflict. It is able to show the hot-spots of sensitivity for 
climate change on a level that is relevant for nature conservation. A responsible 
conservational politic should include a risk assessment and take into account the climate-
cased alternations and there consequences. 
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Introduction
Roundput is arguably the most important functional principle for industrial and natural
ecosystems alike. Basically, it relates to the degree to which energy and matter are recycled
and used in cascade type operations (Krohonen, 2001). Here we show using a case study
from Southampton (UK) that increasing the efficiency of the waste management programme
could be achieved by increasing recycling rates for plastics and other wastes, thus benefiting
the overall functioning of the corresponding industrial ecosystem.

Current progress in waste management is hampered by the lack of methods capable of
evaluating sustainable practices. The tools used for comparison of alternative scenarios,
involving collection, separation, and processing of waste fractions, must have a rigorous
conceptual basis, and account not only for economic considerations, site-specific logistics
and governmental guidelines, but also for environmental issues. In other words, society needs
evaluation tools able to optimise (within given local, regional and global constraints) existing
waste management practices by minimising the required energy budget and both present and
future environmental impacts.

Results and discussion
The energy and materials flow model for evaluation of alternatives for processing domestic
and commercial waste presented here provides a step forward towards ultimate optimisation
of industrial ecosystem functioning and achieving sustainability of human development. The
model has been designed in Microsoft Excel and Visual Basic, which were chosen due to
their user-friendly interface and common availability. In the model calculations, the input
data on material flows, waste quantities and mass balances are combined with information on
the energy requirements for different types of collection and processing systems for re-use,
recovery, recycling and disposal, and on the energy benefits (e.g. related to the production of
heat by incineration or gas by anaerobic digestion, pyrolysis, etc.) of these options. The
output shows the energy balance of the current practice, and also allows a comparison with a
number of alternative scenarios.
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The stage of the study reported in this paper addressed only household wastes, and widening
the system boundary to include commercial and industrial wastes remains the scope for
further research. The results obtained through the interpretative analysis of model simulations
clearly suggest that improving the recycling of, in particular, paper and plastic would
considerably decrease the energy footprint of these wastes and therefore benefit the overall
development of the industrial ecosystem. These results are directly applicable only for the
study area. However, following certain modifications the methodology used may be easily
applied elsewhere.

Analysis of multicomponent natural ecosystems is greatly aided by application of simulation
modelling techniques (Krivtsov et al. 2000; Krivtsov 2001). Complex interplay among
system components has previously been taken into account in a number of waste
management and industrial ecology studies (Abou Najm et al. 2002a, b; Adamov et al. 1999;
Bjorklund et al. 1999; Clift 1998; Cosmi et al. 2000; Korhonen et al. 2001; Krivtsov et al.
2004a). The results of the research presented here are, therefore, in good agreement with the
previous studies. The patterns observed in industrial ecosystems are in many respects similar
to the patterns characteristic of natural ecosystems, and a comprehensive account of this
similarity within the overall framework of Industrial Ecology may help to reduce the conflict
between the two systems.
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Introduction
Natural ecosystems are complex, and are characterised by a multitude of interconnected

relationships between ecosystem components. The understanding of these complex interactions is

paramount for sustainable development of Mankind. However, ecological research mainly tends to

concentrate on investigations of direct relationships, whilst indirect interactions (and especially the

less obvious, e.g. the delayed ones) are often overlooked and/ or understudied. Mathematical

techniques (e.g. correlation, multiple regression and factor analysis, simulation modelling, path

analysis and methods of network analysis, etc.) may be very helpful in investigations of indirect

relationships in ecosystems. Here we refer to some examples of the recent relevant studies in

freshwater and marine systems, and, in particular, give a brief account how mathematical

techniques have been helpful in investigating indirect effects in a eutrophic lake (see Krivtsov et

al., 1998, 1999, 2001, and references therein) where indirect relationships appeared to occur on

(and across) various levels of organisation (i.e. on intracellular, population and ecosystem levels).

Results and discussion
Statistical analysis of the datasets obtained within a comprehensive monitoring programme, and

sensitivity analysis by a mathematical model ‘Rostherne’, helped to reveal the previously

overlooked relationships between Si and P biogeochemical cycles coupled through the dynamics

of primary producers (Krivtsov, 2001; Krivtsov et al., 2000). It was found that spring diatom and
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summer cyanobacterial blooms where inversely interrelated, which provided the basis for a new

method of eutrophication control. Complex interplay between direct and indirect effects in the

ecosystem revealed by the dynamic ecosystem modelling included effects related to the influences

of temperature, light, inflow/outflow characteristics, and interactions among nutrients, algae,

detritus, zooplankton and fish. This work has eventually led to the postulation of the ‘Indirect

regulation rule for consecutive stages of ecological succession’, applicable to wide a range of

systems (Krivtsov et al., 2000). Both in freshwater and in marine ecosystems, a numerical

simulation of biogeochemical fluxes underpinned by coupling physical forcing functions with

definitions simulating biological and chemical processes, offers the potential for quantitative

interpretation of sediment proxies in the stratigraphic record. Combination of models and sediment

proxies, calibrated by training sets, can provide information on water column structure, surface

heating, mixing, and water depth, thus providing a basis for reconstruction of past regimes in lakes

and shelf sea. The investigations of indirect effects are especially useful when applied within a

recently developed (Krivtsov, 2002) framework for a comparative theoretical ecosystem analysis.
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Introduction 
The type of environmental variability, biological properties of populations and their 
interactions can determine the population response to environmental variation (Roughgarden 
1975). Linkage between environmental variability and population renewal processes is 
commonly assumed invariable in standard population models. There is, however, evidence 
suggesting that individual responses to the environment may be adaptive, with repercussions 
on population growth over ecological time scales (Johnson and Agraval 2003). However, the 
consequences of evolving environmental responses are not well understood under density 
dependent population growth, especially if population fluctuations are cyclic or chaotic. 
Moreover, natural environmental fluctuations are predominantly temporally autocorrelated 
(i.e. ‘coloured’), whereas environment in theoretical studies is commonly assumed to be 
uncorrelated. 
 
We explored the consequences of introducing adaptive, density-dependent population 
dynamics in a setting where the population consists of individuals differing in the location of 
their optimum growth performance curve relative to an environmental variable. Growth 
performance of the phenotypes is determined by a unimodal function of the environmental 
variable, which also has a unimodal distribution. Unimodal growth responses are commonly 
found in natural and laboratory populations, for example in the response to temperature, 
humidity or salinity (Laakso et al. 2003).  
 
The dynamics of adaptive populations were compared to non-adaptive populations with 
similar but constant unimodal growth response. We also analysed the dynamics of genetic 
diversity (indicated by Shannon diversity index) and variance in the performance optima trait. 
The simulations varied the spectrum of environmental variations, the breadth of growth 
response of the individuals (assumed constant within a population), and maximum growth 
rate in the environment producing optimum growth. 

Results and discussion 
Adaptive dynamics generally causes a significant increase in mean growth performance of 
the population and decreases its variance when compared to populations with constant growth 
responses. Population time series also fluctuate more rapidly, indicated by a blue-shifted 
spectrum. The blue shift occurs over a wide range of population growth rates and frequency 
spectra of the environmental fluctuations. The blue shift caused by adaptive dynamics is in 
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contrast with views that evolutionary processes cause slow fluctuations in population time 
series due to slow changes in population properties. 
 
In addition to population dynamics, genetic variance in the performance optima trait and 
genetic diversity are influenced by the spectrum of environmental variation and the breadth 
of the growth performance curve. Mean genetic variance in locations of growth optima is 
maximized with high frequency or uncorrelated environmental variations, and genetic 
variance is generally largest when the breadth of growth performance curve is small. Small 
breadth populations also have a distinct minimum variance occurring in slowly fluctuating 
environments. Genetic variance in the performance optima trait and diversity of genotypes 
also fluctuate temporally. Temporal variability of genetic variance increases when the 
environmental fluctuations become slower, and populations with small response breadth have 
highest variability of genetic variance. Genetic diversity is lowest in environments dominated 
by very slow or very rapid changes. The maximal diversity is generally achieved in 
intermediate environments, and the spectrum of environmental fluctuations maximizing 
diversity depends on the strength of selection for optimum genotype: weak selection requires 
more slowly fluctuating environment to maximize diversity than strong selection. The 
temporally variable genetic variance and diversity suggest that models assuming constant 
amount of genetic variability (equilibrium variance) may not always be successful in 
predicting the consequences of environmental changes. 
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Abstract
Krk City (on the Krk Island, Adriatic Sea) is planning to build a submarine outfall which will
carry wastewater from the city and surroundings into the bottom of the Middle Gate channel
located between Rijeka Bay and the Sea of Kvarneri�. In connection to the project, two
problems are being addressed in this paper: a) the length of the outfall, b) the effect on the
marine ecosystem, especially eutrophication and possible hypoxia on the bottom.

An initial estimate of the length is based on the well known Brooks approach (Fisher, et al,
1979, Legovi�, 1997). The second estimate is based on the Plums set of models (Baumgartner
et al., 1994). Finally, the third estimate is obtained by running a 3D nonlinear finite element
model in time, expanded with reaction module, capable of capturing full 3D advection,
diffusion and reaction processes in the sea environment (Janekovi� et al., 2003; Legovi� et
al., 2003). The three methods are compared and finally the appropriate length is chosen based
on the existing water quality criteria.

The effect on eutrophication is computed using a simple mass balance model. The effect on
hypoxia on the bottom is estimated using a model that includes deposition, resuspension,
bacterial decomposition and measured sea currents.

Based on the results of predicted impact an appropriate monitoring program is proposed. The
program is a result of a desire to verify predictions at a minimum cost.
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Introduction 
The population sizes and harvest rates of Finnish moose (Alces alces) have been monitored 
over three decades, due to its importance as game animal (e.g., Nygren & Pesonen 1993, 
Luoma et al. 2001). However, there is not much information about moose dispersal or 
migration, although those factors do effect on the population dynamics and thus the hunting 
strategies of moose population. Hence one can ask, should there be different hunting 
strategies in areas with higher or lower dispersal rates? We analyse potential consequences of 
moose dispersal on population dynamics and annual harvesting in a structured landscape. 
We use an individual based, stochastic population renewal model to study the differences of 
moose populations in areas with different dispersal possibilities. As a landscape we use a 
lattice of 16 cells, dispersal occurring only inside this area. Thus we have four sub-units in 
corners (only two edges open for dispersal and thus very limited dispersal possibilities), eight 
bordering units (three edges open for dispersal) and four central units (all edges open for 
dispersal). The dispersal is distance dependent and we have several scenarios for different 
dispersal rates and also cases where only young individuals disperse. Adding harvesting into 
the model, we can analyse how harvesting rate affects the risk of population size decline, and 
see if this risk differs in areas with different dispersal patterns. The main aim of this 
modelling exercise is to gain understanding whether any differences in risk scenarios arise for 
moose harvesting policy depending to what extent the landscape allows dispersal to take 
place. If any differences arise, our research will prompt for spatially realistic moose 
harvesting models in landscapes. 

Results and discussion 
In the absence of harvesting, population renewal in a spatially structured setting results in 
local differences in population size. The corner populations (limited dispersal) tend to be the 
smallest ones, and the central populations the largest ones. Matching harvesting, applied on 
each population sub-unit, with equal dispersal of all age groups and both sexes, results in 
higher risk of population size decline in units where dispersal is limited (i.e., border and 
corner units). When we assume more realistic dispersal for moose, i.e., juvenile-biased 
redistribution, borders and corners indicate even much higher risks of population decline as 
compared to the centre units. This means that moose populations living in the areas with 
limited dispersal possibilities are more vulnerable to overharvesting. 

Conclusions 
Our results show that dispersal of moose affects local population size. Thus dispersal should 
be taken account when deciding the annual harvest rates, so that hunting rates should be 
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lower in regions where immigration is limited. A problem arises without knowledge of the 
dispersal behaviour of moose in Finland. We don’t know how much these animals disperse; 
how long distances or which animals. Also dispersal barriers (in our model the outer limits of 
the landscape lattice) might in nature appear in different scale, e.g., large lakes, ridges, as 
well as moose fences near almost all Southern highways in Finland might affect the 
movements of moose (Seiler et. al. 2003). We emphasise the urgent need for more detailed 
information about the annual redistribution patterns in moose which could be useful for the 
management of moose populations and in particular for determining local hunting quotas. 
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Introduction
A model is developed to describe the productivity and biomass of opportunistic macroalgae
(Enteromorpha spp.) at the system level (Mondego estuary, Western coast of Portugal) by
coupling modelling and GIS tools. The model describes both the adult and the microscopic
life  stage  of  macroalgae  because  experimental  evidence  suggests  that,  the  onset  of  algal
growth  occurs  preferentially in  places  with  the  presence  of  suitable  substrates  for  spores
attachment and growth (e.g. empty shells) (Lotze et al. 1999, 2000; personal observation).
Life stage microscopic processes and parameters included in the model are based on field and
lab experiments still ongoing at the Mondego estuary (Martins, unpublished). According to
this,  sporulation  is  described  by  a  sinusoidal  expression,  which  peaks  every  30  days,
corresponding  to  field  measurements  where,  at  least  in  some  months,  the  highest  spore
biomass values were measured during full-moon (Martins, unpublished). Spore germination
and spore consumption by grazers are also described taking into account experimental data.
Adult macroalgal biomass (centigrams wet weight.m-2) depends on germination of spores, net
growth,  decomposition,  grazing  and  advection.  The  bathymetry  of  the  estuary  is  also
accounted in the model  and, consequently, the light intensity reaching a certain algae will
depend on the light extinction coefficient and on the depth of the water column above it,
which in turn depends on its position in relation to the sea level and on tidal height. Model
results are obtained at a scale of 1 m2 and simulations run for 365-days with a time step of
approximately 1-hour. Subsequently, model results are upscaled to the whole system, using
remote sensing and GIS, through bathymetry superimposition on a system map. The model
was developed with STELLA® 7.0.3., while GIS analysis were performed with ArcGIS™.
Results and discussion
The model is able to predict the seasonal variation of macroalgal biomass, corresponding to
increasing values from winter to spring and summer (Fig. 1). In accordance with observations,
the model also simulates that, during winter and autumn, the macroalgae located in the upper
part of the intertidal area (2 m) show higher biomass than the macroalgae located below this
level. However, in spring and summer, this situation is inverted and the macroalgae located at
lower levels (1 m) present the highest biomass. This is in accordance with observations and
PFD (photon flux density) variation in the Mondego estuary. In winter, when PFD is low, the
macroalgae located at the upper parts are the most productive because they receive more light,
however, in spring and summer, due to PFD increases (1500 mol. photons.m-2.s-1 Martins et
al.  2001),  macroalgae  located  at  the  upper  levels  are  easily  photoinhibited  (600  mol.
photons.m-2.s-1, Beer and Shragge 1987), while macroalgae located at lower levels (1 m) are
more productive because they stay immersed during longer periods.
According  to  the  model,  significant  decreases  of  spore  germination  cause  important
reductions  of  adult  macroalgal  biomass,  which  suggests  the  importance  microscopic  life
stages for the maintenance of the adult standing stock, particularly, during winter and autumn,
when the biomass of adults is lower.
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At  the  system level,  simulations  suggest  that  whenever  low  salinity  values  occur  in  the
system, which is related to the amount of precipitation and river management (see Martins et
al. 2001), not only adult growth but also spore germination will be lower. These predictions
are in accordance with observations. Previous work has shown that adult macroalgae grow
less at lower salinities (Martins et al. 1999) and still ongoing experiments suggest the same
relationship between spore growth and salinity.
Conclusions
According to this work, macroalgae dynamics can only be fully understood if, microscopic
life  stages  are  also  taken  into  account.  The  approach  used  in  this  work,  which  coupled
modelling  with  GIS through  bathymetry,  proved to  be  an  effective  tool  in  understanding
macroalgae dynamics at the system level.
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Figure 1- Distribution of adult macroalgae biomass (centigrams of wet weight.m-2) in the Mondego estuary in
February and July according to simulations.
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Mediterranean-type ecosystems have the characteristic of regenerating naturally after fire if 
the rate of disturbances (as additional fire and grazing) doesn’t exceed some threshold. So 
wildfires are considered as an integral part of these type of ecosystems. In an attempt to 
describe regeneration processes, following fire, in Mediterranean type ecosystems, we try to 
compare various approaches in order to elaborate the most adequate as for the scale being 
used. Many researchers used Markov processes (mainly time-homogeneous, first order 
Markov chains) as models to describe vegetation dynamics, especially primary and secondary 
succession by considering either an individual by individual replacement or vegetation type’s 
replacement. One of the major drawbacks of the homogeneity assumption is the “stopping 
time” (as induced by disturbance) of the whole Markovian process. 
 
In that view our main concern is to extend the Markovian approach of a stochastically 
changing mosaic pattern in order to incorporate ecological pressure, that renders the 
environmental invariance hypothesis non applicable for long-term prognosis. We develop a 
methodology that allows us to determine the critical factors in the calculation of the transition 
probabilities by taking into account the issue of scale of the process, given that some 
mechanisms can be important only over some time or space scale. 
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Introduction  
Understanding the factors that are important for the implementation of an accurate trend 
analysis and those that are needed for a reliable representation of long term collected 
quantitative information is of great interest to ecologists. In the present study we develop two 
alterative models for investigating the importance of clutch size at the accuracy of predicting 
numbers of nesting sea turtles. The first is a stochastic model developed to simulate 
reproductive performance of the species. The second modelling approach extrapolates a 
widely used Population Viability Analysis (PVA) approach, adapted to our subject of study. 
The former approach is based on diffusion approximation that has been widely used for 
assessing extinction risk of threatened plant and animal populations. We used sea turtle data 
series comprised of annual nesting number of mature individuals as a representative data 
series of structure of the populations and investigate the effect of clutch size on future 
predictions of population dynamics. We investigate quantitatively the importance of the 
specific parameter and its effect on the accuracy of relative measurements of population 
trends and viability.  
 

Results and discussion 
Under a series of optimistic assumptions, the results of our models illustrate that clutch size 
has a significant effect on all relative measures of accuracy used. The model results show a 
profound effect of the variability of clutch size as a stochastic model parameter upon models’ 
prediction accuracy. The number of nests individually laid, did fluctuate as they were 
subjected to stochastic process such as nesting attempts and maximum number of nests. The 
results of the stochastic models generate two main findings. First, by comparing the intervals 
of the predicted size of nesting females as they were produced by the two alternative models, 
we can clearly see that under the first model which incorporates lower levels of stochasticity, 
higher variability in the predicted intervals are obtained. On the other hand, the calculated 
estimates derived from the second model are highly upwardly in comparison to the first 
model, indicating that exclusion of existing information could lead to upwardly biased 
estimates.  
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Conclusions 
In this study we tried to investigate the effect of an additional form of variation of sea turtle 
nesting data upon the accuracy of different measures of population trends and dynamics two 
simple models were developed. The results of this simulation study indicate that clutch size is 
a significant factor for the implementation of an accurate trend analysis hence the reliable 
representation of long-term collected information. Concluding we suggest that it would be 
most effective to maintain quality monitoring programs and to present collected data, aiming 
towards better management options and enhancing future research dimensions.  
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Introduction  
Marine turtles show great variability in annual somatic growth increment and reproductive 
performance. Fluctuating environmental conditions are closely linked with reproduction, 
while recent empirical information suggests the existence of a possible density-dependent 
mechanism upon somatic growth. We developed an individual-based model to simulate the 
effects of a varying environment on population dynamics. The developed model uses as 
modular objects different units of individual animals, and aggregated groups with specific 
age and stage structure, and incorporates both environmental and demographic stochasticity. 
One of the main aims of the study is to investigate population responses, considering a 
varying age of the first breeding as resulted by fluctuated environmental conditions. 
Temporal variability of reproductive performance was included in our model, by considering 
autocorrelated and random sequence of years as an indicator of good and bad environmental 
conditions. An additional form of variation was included by assuming a density-dependent 
growth affecting age of first breeding and re-nesting periods. To illustrate whether the density 
dependence regulator should be applied, a biological reference point was adapted. The 
probability of population extinction was estimated for all alternative hypotheses developed.  

Results and discussion 
The analysis indicated that temporal variability, closely linked with food availability could 
have a significant effect on population persistence. The extinction probability varied 
according to fluctuated times of maturation age and re-nesting intervals. The density 
dependent buffer mechanism as an additional form of temporal variability has also resulted in 
an increased proportion of the simulated populations to get extinct.  A sharp population 
decline occurred during the first simulation years, as a result of the initial population size 
distributed within age classes. Moreover, an increased egg production in comparison with 
next year recruitment was also observed thought initial conditions. However, after about one 
generation time the total population size as well as egg production reduced significantly and 
fluctuated within a range of values obtained by the simulated population. A biomass index as 
a metric of individual abundance within size specific distributions followed the same 
patterns.  In an attempt to closely investigate the intrinsic population responses after the 
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transition form the population abundance initialized by the system to the simulated 
population size, a plot of population fluctuations and the corresponded mean age specific 
distribution showed that average age of the individuals is reversely correlated with population 
abundance, indicating that higher population declines are subjected to reductions in the lower 
age classes. 

Conclusions 
The present analysis was based on an individual based model, and provides the first insights 
in an objective that has received a great amount of attention. Thus based on a theoretical 
manner we suggest that varying remigration internal caused by fluctuated environmental 
conditional is strongly associated with the viability of sea turtle population. We also conclude 
that even under absent of important information modular model, such as individual based 
approaches, could efficiently incorporate, identify and quantify several mechanisms and their 
relative contribution to population dynamics.  It also stresses the need for more 
comprehensive information on species life history and the interaction with the environment 
and their implementation in a more realistic simulation model. We therefore suggest that a 
development of a spatially explicit individual based model, incorporating spatial information 
on species distribution, forage utilization, migratory routes, episodic effects and various 
levels of stochasticity would be necessary for a closer representation of the studied system 
and could provide solutions to fundamental questions. 
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Introduction  
A model that describes the nutrient, oxygen and plankton dynamics in Lake Zürich, 
Switzerland, was developed by Omlin et al. (2001a). The model is one-dimensional, 
resolving the depth of the lake, and describes the concentrations of algae, zooplankton, 
ammonia, nitrate, phosphate, oxygen, and degradable and inert dead organic particles in the 
water column and adjacent sediment layers. The model considers growth, respiration and 
death of algae and zooplankton, mineralization, nitrification, mixing, sedimentation and 
phosphate uptake on sinking particles. In this work this model was applied to three lakes of 
different trophic state: Lake Zürich (mesotrophic), Walensee (oligotrophic) and Greifensee 
(eutrophic). The transferability of the model was tested and improved by revising the model 
structure and adapting parameter values. The need for lake-specific calibration was assessed 
by evaluating a minimum subset of parameters that need to be changed for the different lakes. 

Results and discussion 
The transferability of the model to similar systems was tested by comparing simulations with 
data from the three lakes. First simulations were made with the parameter set from Omlin et 
al. (2001a), which was estimated with data from Lake Zürich (mesotrophic). These first 
simulations also showed good results for Walensee (oligotrophic) but not very good results 
for Greifensee (eutrophic). Some parameters were changed manually and simulations for all 
lakes were made with revised parameter sets to improve the model results. 
When qualitative agreement of the simulations with the measurements was reached, system 
analytical techniques (sensitivity analysis, identifiability analysis and parameter estimation) 
(Brun et al. 2001, Omlin et al. 2001b) were applied. Based on prior estimates of parameter 
uncertainty (Omlin et al. 2001b) and on linear error propagation of this uncertainty through 
the model, a sensitivity ranking of the parameters according to their error contribution was 
made. Identifiability analysis techniques were applied to analyze the approximate linear 
dependence of the sensitivity functions. Based on the sensitivity ranking and on information 
on potential identifiability problems, a parameter set was selected and fitted using the data of 
the years 1988 and 1989. 
Parameter estimations were made for all three lakes simultaneously to find a parameter set 
which leads to good results in all three lakes with a minimum subset of parameters which 
have different values in the different lakes. 
The steps of sensitivity ranking, identifiability analysis and parameter estimation needed to 
be repeated several times until a satisfying result was achieved. This procedure finally led to 
a parameter set with a subset of two parameters that have different values for the different 

93



 ECEM/EAML 2004

lakes. Those parameters only have different values for Greifensee but are the same for Lake 
Zürich and Walensee.  
Simulations with this parameter set show good correspondence with data for all lakes. As 
compared to the literature, all model parameters are in a reasonable order of magnitude. 
For the following reasons two parameters had to be changed in Greifensee to get a good fit:  
• In Greifensee a large number of insect larvae (Diptera) which are feeding on zooplankton 

is usually growing during the first half of the year. This does not occur in the other lakes 
because they are too deep to allow the larvae to go to the sediment during the day. 
Because of the large influence of these larvae for Greifensee, an additional death rate of 
zooplankton needed to be introduced.  

• Due to the eutrophic state of Greifensee, the sedimentation rates of organic particles are 
much higher than in the other lakes. This leads to a higher density of bacteria degrading 
those particles and to larger gradients of oxygen and nitrate in the sediment surface 
layers. As bacteria are not explicitly modelled and the sediment is resolved only by two 
mixed layers, this process had to be accounted for by increasing the mineralization rate in 
the sediment by decreasing the thickness of the surface sediment layer. 

Conclusions 
It is well accepted that biogeochemical models of aquatic systems need site-specific 
calibration (Hammilton and Schladow, 1997). For this reason, it is a remarkable result of this 
study that good simulations can be achieved for three lakes of different trophic state with a 
minimum of parameter changes. This demonstrates that the attempt of making models more 
universal seems to be achievable to some degree even for biogeochemical models. This leads 
to the hope that it is possible to improve the predictive power and of such models by 
increasing their calibration base to a larger set of lakes. The reasons for the differences in the 
two parameters could be identified and conclusions could be drawn regarding which model 
extensions would be necessary to make the model more universal. 
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Introduction 
The new paradigm of sustainable forest management (SFM) requires effective prediction of 
tree growth and changes of ecological characteristics of the ecosystem related to biodiversity, 
ecosystem stability and carbon budget. The system of models, EFIMOD (Komarov et al., 
2003) was used for the simulation of ecosystem dynamic under the different forest 
management scenarios. The system consists of tree sub model, soil sub model (ROMUL) and 
statistical climate generator (SCLISS). The tree sub model simulates the stand as a population 
consisting of separate trees. It is a spatial-individual-based model, i.e., the growth of each tree 
is simulated as a function of the light competition, which depends on the tree’s position 
within the stand, and the amount of nitrogen available for this tree. ROMUL is the model of 
dynamics of forest soil organic matter (Chertov et al., 2001). It is based on the concept of 
succession stages of soil organic matter decomposition marked by different groups of soil 
fauna inherent to forest soils. The model allows to calculate the dynamics of soil organic 
matter and corresponding dynamics of nitrogen including the evaluation of amount of mineral 
nitrogen which is available for plants. A soil climate generator SCLISS (Bykhovets and 
Komarov, 2002) allows for estimation of soil temperature and moisture using measured 
standard long-term meteorological data. A set of input parameters is mainly based on 
ordinary and traditional experimental data. Output variables are the inventory stand data 
(height, diameter, basal area of trees et al.), pools of carbon and nitrogen in the stand and soil, 
the dynamics of CO2 emission and some other characteristics. Structure of the model system 
allows for the simulation of different types of cuttings.  
 

Results and discussion 
The forest selected for the simulation modeling is situated 100 km South of Moscow (Russia) 
on Central East European Plain with continental climate of the border between coniferous 
and broad-leaved forest zones and consists of the part of State Forest Enterprise “Russky 
Les”(about 300 Ha). The State Forest “Russky Les” occupies left bank of Oka river with 
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sandy and loamy sod-podsolic soils. The territory was intensively exploited in 17th-20th 
centuries, and secondary forests are now widely spread in the “Russky Les”. These ‘managed 
forests’ represent mosaics of stands of different age and composition in dependence of 
previous clear cuttings and type of forest regeneration. Four simulation scenarios were 
compiled for the analyzing of forest dynamic at different silvicultural regimes: a) natural 
development; b) Russian legal practice; c) selective cutting system; d) illegal practice. 
Natural development scenario describes development of unmanaged forests. Scenarios with 
management differ in the attributes: type of thinning (low thining, high thinning), intensity of 
thinning, time interval between thinnings, how much of the total product of rotation is 
removed as thinnings et al. The values of the attributes also depend on the current stand 
composition. Russian legal practice includes 4 thinnings and final clear cutting, with 
successful natural regeneration by target species with mixture of deciduous species with 
removal of cutting residues. Selective cutting system represents managed forest with 2 
thinnings and then selective cuttings each 30 years in uneven-aged stands (30% of basal area 
from above). Illegal practice consists a heavy upper thinning and removing of the best trees, 
clear cutting without conservation of natural. There is full removal of cutting residues. The 
EFIMOD runs have been performed for 200-years stand growth and soil changes in every 
forest compartment for four scenarios of forest management. The analysis of the simulation 
results shows what scenario is the best from ecological point of view, what scenario leads to 
maximal wood productivity and ultimately what scenario is described as scenario for 
sustainable forest management (SFM). The strategy of natural development leads to maximal 
stock of carbon in the forest and in the soil pools. The Russian legal forest management is the 
best from economical point of view. Mean total carbon amount in the forest ecosystem is 
stable. The forests under selective cutting system be characterized high level of productivity 
and biodiversity. The illegal practice leads to fast decreasing of forest productivity and soil 
organic matter with dominating of birch forests. 

Conclusions 
Results demonstrate interesting spatial mosaic of carbon stock and stand structure which is 
specific for each scenario. Difference between separate stands in natural development 
scenario arises due to different initial soil conditions and initial stand composition. Cuttings 
result in a multiplex mosaic structure in the managed forests. 
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Introduction 
There is an increasing interest in cellular automata models in plant population ecology 
because they allow for analyzing of spatial structure of plant population and base on simple 
rules of plant development (Ermentrout, Edelstein-Keshet, 1993; Baltzer et al., 1998). 
Cellular automata are dynamic models being discrete in time, space and state. Plant 
population is simulated as a set of cellular automata located on the place and changing their 
age state accordingly simple rules depending on the state of a plant and its nearest 
neighbours. The link between cellular automata modeling approach and the concept of 
discrete description of the ontogenesis of plants is of concern. Importance of the linkage is 
described in (Komarov, Palenova, 2001; Komarov et al., 2003). Individual plant development 
may be treated as a number of successive stages on the basis of morphological indicators 
reflecting functional importance of plants at different stages. Population is described as a set 
of individuals belonging to certain age stages with their corresponding distribution - age 
stages spectrum. 
 
Results and discussion 
Either whole plant or the certain part of plant could be treated as an element of the model. In 
our investigation we consider sprout as a modeling element, allowing for vegetative 
expanding of individual plant and seed dissemination. 
The population dynamics is defined by following rules: 

• plants are assigned to bounded cells of a two-dimensional integer lattice, with no 
more then one sprout per cell; 

• population consists of plants which originate either from seeds or from vegetative 
dissemination; 

• plants change their age states, in the age of vegetative distribution plants spread its 
daughter plants on neighbor cells; 

• on reaching the generative age state the sprout is in blossom and dies on following 
years, with corresponding cells vacating; 

• seed rain is defined as a probability of random appearance of a seedling plant in an 
empty cell or in dependence on the distance from blooming plant (some special 
assumptions about other mechanisms of seeds transportation such as zoochoric 
transfer can be included into the model rules; 

• time step is equal to 1 year. 
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Ontogenetic development of plants in our model consists of six age states. Seedling is a first 
year plant with one sprout. Juvenile plant is an older plant with one sprout only. Immature 
state has five sprouts) and starts vegetative expanding. Next state is virginal (more then five 
sprouts). Generative age state is reached if plant has one or more blossom sprouts. Senile 
state is last, when the mortality of sprouts is faster then the appearance of new sprouts for the 
plant. Plant transition to next age state depends on the presence of nearest neighbour cells 
unfitting for occupation. Using this approach we developed models describing the dynamics 
of three plant species (Aegopodium podagraria L. Stellaria holostea L., Asarum europaeum 
L). that are notable for rate of development and different type of vegetative dissemination. 
They differ in the geometrical properties of propagation of ramets, rate of expanding and 
intensity of appearance of ramets along sprouts. The dynamic pattern of sprouts and their 
relative abilities were simulated in correspondence with experimental data. We investigated 
various scenarios: 1) the invasion of different species separately on bare soil; 2) the role of 
shadowing, which changes some species characteristics; 3) the role of plant community at 
invasion, we define the the role of community as heterogeneity of territory for plants’ 
occupation as presence of busy cells, which prevent sprout propagation. Such experiments are 
carried out with different probabilities of busy cells with random distribution using Monte-
Carlo techniques. In first scenario we found that Aegopodium podagraria L. has the most 
rapid growth of the population number at invasion on bare soil. At shadowing Stellaria 
holostea L. has an advantage over other species at obliteration of bare soil. All species have 
their specific dynamics at third scenario. If the probability of unfit cells presence is more then 
some critical probability being specifically for the species from number of all cells, the 
invasion stops. 
 
Conclusions 
In general the models demonstrate that the rate of invasion depends on the sprout life 
duration and the number of offspring per year. The resulting age state distribution agrees with 
experimental age spectrum of plants with respective type of vegetative propagation.  
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Introduction
During the winter periods for insect populations in boreal forest zone there are no activities of
individuals. It means that it is not necessary to construct special equations for the description
of process of insect population changing at this period and it is possible to describe it as a
“jump down” of model trajectory. The similar situations are typical for populations at
harvesting and periodic using of chemical poisons against the pests (but without the after-
effects onto population dynamics). At the description of all of these situations we can assume
that we have broken trajectories which describe the periodic decreasing of population size at
selected time moments. Moreover, it is possible to find in modern literature (Isaev et al.,
2001) an opinion that winter conditions play a very important role in the beginning and
development of mass propagations of forest insects. For the description of these situations
described above it is better to use the ordinary differential equations with impulses (Poulsen,
1979; Aagaard-Hansen, Yeo, 1984; Nedorezov, Nedorezova, 1995).

Model
Let kt , ...2,1,0=k , 01 >==−+ consthtt kk , be time moments of the beginning of winter

periods. Population dynamics for every time interval ),[ 1+kk tt can be described as

)(xxR
dt

dx = , 0)0( >R , 0<
dx

dR
, −∞=∞)(R , (1)

where )(tx is the population size at moment t , )0(R is the Malthusian parameter. Let

)0( −ktx be the population size at the beginning of k -th winter period, and p , 10 ≤≤ p , be
the quota of individuals survived to the beginning of the next vegetation period. Thus at
moments kt we have )0()( −= kk tpxtx . Let )( kk txx = and

�=
)(

)(
xxR

dx
xψ .

Model (1) can be presented in the form:
))((1

1 hxpx kk += −
+ ψψ . (2)

If constp ≡ , function in right-hand-side of equation (2) is monotonously increasing function.
For all initial values population size in model (2) changes monotonously. In general case the
regimes with several non-trivial stationary points can be realized in (2). Let τ , h≤τ , be the
time after the “jump down” and, respectively, τ+kt are the time moments of population size

fixations, )( τ+= kk txx . For xxR βα −=)( and constp ≡ model (2) has the form:
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this last expression we have to put into model (3) that allows us to obtain one-parametric
family (τ is a parameter of this family) of discrete models which are “produced” by the
model (1) under the considering assumptions. Note that well-known Hassell model (Hassell,
1978) is element of last family.

Conclusions
Analysis of isolated population dynamics under the periodic impacts which lead to the
decrease of population size shows, that at constant value of probability of surviving after the
impacts there can only be realized the regimes of monotonous stabilization of population size.
It is very important to note that in general case the regimes with several stationary states can
be realized within the framework of analyzed model. This result can be considered as
additional support for the hypothesis that winter conditions play very important role in the
beginning and development of forest insect mass propagations. Analysis of partial cases
when the population dynamics describes by the Verhulst model between moments of impacts
showed, that there are no trigger regimes in phase space of system if probability of surviving
is constant or exponentially decreasing function on average of population size. On the other
hand, analysis of these partial cases allowed us to obtain one-parameter sets of discrete
models which can be “produced” by unique continuous-discrete model. Moreover, it allowed
us to show that type of discrete model of population dynamics can depend on the time
moments of population size measurements.
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Introduction
An increased level of detail in models of complex systems does not necessarily imply
increased accuracy of simulation results, but usually increases computational complexity
and/or data collection burden, and may make simulation results more difficult to interpret.
Model abstraction is a methodology for reducing the complexity of a simulation model while
maintaining the validity of the simulation results with respect to the question that the
simulation is being used to address. The objective of this work was to summarize existing
model abstraction techniques and provide an example pertinent to the contaminant transport
modeling.

Results and discussion
Model abstraction explicitly deals with uncertainties in model structure. Model abstraction
techniques and examples of their application in contaminant hydrology include (a) using pre-
defined hierarchies of models, (b) simplifying process descriptions based on the specific
range of input parameters, i.e. reducing dimensionality, (c) parameter elimination based on
simulation results, i.e. sensitivity analysis, (d) combining system states whose distinctions
are irrelevant to the simulation output, i.e. combining individual stream tubes in a stochastic
transport model, or upscaling based on aggregation, (e) dividing a model into loosely
connected components, executing each component separately, and searching for constraints
that execution of one component can impose on other components, i.e. running a flow model
independently of the transport model, (f) combining states involving similar sequences and
distinctions among the individual sequences that are irrelevant to the final outcome, i.e.
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abstracting the iterative plume construction to the transport of particle ensembles undergoing
non-Brownian motion, (g) replacing continuous variables by class variables, i.e. using
regression trees to develop pedotransfer functions used for hydraulic parameters estimations,
or genetic algorithms in model calibration, (h) temporal aggregation, i.e. replacing several
closely-spaced events with a single event, (i) aggregating entities in a natural hierarchical
structures, i.e. replacing a heterogeneous soil profile with an equivalent homogenous profile,
(j) function aggregation to provide a coarser list of states or output information from existing
entities, i.e. representing the water regime of a soil layer by means of either infiltration or
evaporation, while neglecting redistribution, (k) using probabilistic inputs to develop lumped
models, i.e. statistical averaging of flow and transport behavior for temporal and spatial
upscaling, (l) using look-up tables to simplify the input-output transformation within a model
by means of a decrease in computational effort, (m) rule-based solutions of model equations,
i.e. using cellular automata in flow and transport problems, (n) meta-modeling with machine-
learning methods, i.e. neural network approximations of a range of output scenarios for a
particular site, (o) spatial correlation-based meta-modeling, i.e. using spatial correlations in
flow and transport data assimilation.

Our case study comprises modeling water transport at an extremely intensively monitored site
in Bekkevoort, Belgium. We focused on water fluxes in soil profile and considered model
abstraction using simplified process description (dual porosity model � single porous
medium � tipping bucket model), simplified domain description (layered soil � single
material layer), simplified parameter estimation (inverse problem � laboratory
measurements � a family of pedotransfer functions) and simplified modeling based on
multiple simulations (neural network modeling � nearest neighbor). We have found that
model abstraction may encounter limitations imposed by data, software, and scale. For the
case study and seasonal temporal scale, model abstraction was efficient. Effect of scale on
model abstraction efficiency presents an interesting avenue to explore.

Conclusions

There exists a potential for developing a comprehensive model abstraction strategy in
contaminant hydrology that will enable risk assessments to be run and analyzed with much
quicker turnaround, with the potential for allowing further analyses of problem sensitivity
and uncertainty. Model abstraction also has the potential to enhance communication as
simplifications that result from appropriate model abstractions may make the description of
the problem more easily relayed to and understandable by others, including decision-makers
and the public. It is often imperative to explicitly acknowledge the abstraction strategy used
and its inherent biases, so that the modeling process is transparent and tractable.
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Introduction 
Environs are mathematical partition elements of the flows and storages in compartmental 
models representing intercompartmental and boundary transfers of conservative energy or 
matter in systems.  The interconnecting links form a network of conservative transactions and 
mixed conservative/non-conservative, informational relations.  Each component in a system 
has an environment, within the system and beyond its boundary.  The within-system portions 
are environs, and each component has two of them, one incoming from the system boundary 
(input environ) and the other outgoing to the boundary (output environ).  Steady state input-
output methodologies to describe these environs and their properties constitute Network 
Environ Analysis (NEA).  A set of NEA methods forms the base methodology for this series 
of numbered papers on "indirect effects" and "distributed control" in ecosystems. 

Results and discussion 
NEA methods are based on tracing conservative substance around interconnecting networks - 
forward (for output environs) from its time and place of introduction, and backward (for input 
environs) from its time and place of exit.  Loss of substance is the mechanism of 2nd-law 
thermodynamic dissipation, and also the mechanism behind convergence of mathematical 
power series to achieve network transitive closure - accounting for all pathways of all kinds 
and lengths involved in substance transfer during its lifetime in the system.  Accordingly, the 
base NEA methodology is to (1) construct dimensional direct conservative flow matrices F = 
(fij), denoting flows from compartments j (columns) to i (rows); (2) non-dimensionalize these 
to matrix forms to represent different properties of environs; (3) compute and characterize 
relationships for all orders, m, of the normalized forms by matrix multiplication; and then (4) 
compute the infinite series as ∞→m , to generate the convergent transitive closure matrix, 
(I-W)-1, I the identity matrix, W the normalized matrix, and (I-W)-1 the convergent transitive 
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closure matrix.  The present NEA methods form five groups, three foundational (pathway, 
throughflow, and storage analysis) and two derived (utility and control analysis).  The 
foundational methods are described below; how they elucidate indirect effects is treated in 
papers #2, #3 and #4 of the series.  Of the derived methods, utility will not be discussed and 
control, much modified and expanded, is the topic of papers #5 and #6. 
 
Pathway analysis: Adjacency matrices A = (aij) are derived from F and their powers Am 
computed to enumerate pathways of lengths m leading from each system component j to each 
other component i.  This exercise shows the large numbers of direct (m = 1) and indirect (m > 
1) pathways involved in reaching transitive closure in incoming and outgoing environs.  
Different forms of A are produced for input and output environs, and for non-storage and 
storage analyses.  Pathways are termed paths in the non-storage case, and walks when storage 
is involved. 
 
Throughflow analysis: The paths identified in pathway analysis carry boundary flows 
forward (through output environs) and backward (through input environs) to steady-state 
throughflows. Throughflow is the sum of inflows or outflows (equal at steady state) at each 
compartment k.  Let z = (zk), T = (Tk), and y = (yk) be vectors of boundary inputs, 
throughflows, and outputs, respectively, to, at, and from each k'th compartment of an n-
compartment system (k = 1, ..., n). Throughflow analysis derives from F two non-
dimensional transitive closure matrices N = (nij) (output–oriented) and N' = (nij') (input–
oriented) which map boundary inputs and outputs into throughflows: Nz = T and yN' = TT 
(transpose).  The form Nz traces each j'th input zj forward through the j'th output environ Ej 
to its appearance as the j'th element Tkj of thoroughflow Tk at compartment k. The form yN' 
traces each i'th output yi backward through the i'th input environ Ei' to its appearance as the 
i'th element Tik of thoroughflow Tk at the k'th compartment. 
 
Storage analysis: The walks identified in pathway analysis carry boundary flows forward 
(through output environs) and backward (through input environs) to steady-state storages 
(standing stocks). Throughflow is the steady-state sum of inflows or outflows at each 
compartment k.  Let x = (xk) be the vector of steady-state storage at each k'th compartment.  
Storage analysis derives from F two nondimensional transitive closure matrices, S = (sij) (for 
output environs) and S' = (sij') (input environs), which map boundary inputs and outputs into 
storages: Sz = x and yS' = xT (transpose).  The form Sz traces each j'th input zj forward 
through the j'th output environ Ej to its appearance as the j'th element xkj of storage xk at 
compartment k.  The form yS' traces each i'th output yi backward through the i'th input 
environ Ei' to its appearance as the i'th element xik of storage Tk at compartment k. 

Conclusions 
Indirect effects develop in the mappings Nz = T, yN' = TT and Sz = x, yS' = xT from the fact 
that the transitive closure matrices N, N' and Q, Q' (where S = Q∆t and S' = Q'∆t, ∆t a 
discrete time interval) decompose into power series of non-dimensional flow matrices 
derived from F, namely G and G' for throughflow, and P and P' for storage: 
 

I + W + W2  + W3  +...+ Wm  +... = (I - W)-1 = convergent transitive closure matrix 
 
where W represents G, G', P, or P', depending upon the analysis.  Direct effects are measured 
in these series by the 1st-order terms: G, G' and P, P' and indirect effects are the summations 
of the higher-order terms.  The latter typically exceed the former, leading to the central NEA 
dogma that indirect effects are dominant in ecosystems. 

104



 ECEM/EAML 2004

INDIRECT EFFECTS AND DISTRIBUTED CONTROL IN 
ECOSYSTEMS 

6. Distributed Control in the Environ Networks of a Seven-Compartment 
Model of Nitrogen Flow in the Neuse River Estuary, USA:  

Time Series Analysis  

 
B. C. Patten1, J. R. Schramski, D. K. Gattie, H. J. Turk, S. J. Whipple, S. R. 

Borrett, and B. D. Fath 
 

1Bernard C. Patten, Institute of Ecology, University of Georgia, Athens, Georgia 30602, 
USA; Email: bmpatten@earthlink.net; Tel: (706) 542-2968; Fax: (706) 542-4819 

 
Key words: Environ, Network, Control  

Introduction 
The methods of network environ analysis (NEA) require that models be static to be analyzed. 
Networks of real ecosystems are not static, but dynamic. The mathematics required for true 
dynamic analysis is daunting, and has never been fully developed. One approach to 
overcoming this limitation is to analyze a discrete-time series of static models, each a steady-
state snapshot for the period it represents. The environs generated for each static network can 
then be compared to determine how they change over time. 
 
Ecosystems do not contain any obvious sources of control. This property must somehow 
reside in the complexity of organization, complexity captured in the interactive networks of 
ecosystem models. We speak of such control as diffuse, decentralized, or remote, for which 
we adopt the general term distributed control. Within the NEA framework this kind of 
control can be investigated by defining appropriate concepts and measures. 
 
In the abstract for Paper #5 (Schramski et al.) of this series we distinguished three concepts of 
control.  The control ratio, crij, and control difference, cdij, expressions denote a pair-wise 
dominance relationship between two components, i and j, related proximately (directly 
connected) or distally (indirectly connected) in a network.  When one component i in a 
system transfers a greater fraction of its throughflow of energy or matter to another j than j 
does to i; i controls j in the dominance sense.  Unlike the control ratio, derived with 
uncommon denominators, the control difference magnitudes can be compared to each other 
for relative control strengths between pairs of components.  Their magnitudes are relative to 
the system.  As such, the control difference magnitudes can also be added to determine a 
component i’s relative combined strength with regard to the system (remaining components 
combined).  The system level control, csi, vector captures this magnitude whereby a csi > 1 
value denotes a system control of the specific component i.  Likewise a csi < 1 value denotes 
a specific component’s, i, control of the entire system.       

Results and discussion 
These three forms of distributed control were approached in the framework of NEA 
throughflow analysis and were explored for the 16 consecutive seasons of the steady state 
models of nitrogen cycling in the Neuse River Estuary, North Carolina, USA (Christian and 
Thomas 2003).  The seven compartment nitrogen model included: phytoplankton, 
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heterotrophs, sediment, dissolved organic nitrogen, nitrate and nitrites, ammonia, and abiotic 
detritus.  We followed the kind of protocol described for time series environ analysis in the 
abstract for Paper #4 (Whipple et al.) of this series, employing the methods outlined in that 
for Paper #5 (Schramski et al.).  For each of 16 steady-state nitrogen networks the NEA 
control metrics were calculated and comparisons made. Temporal comparisons included 
between years for the same season, between adjacent seasons over the 16-season time series, 
and between the four-season patterns of each year. Subtle changes in nitrogen control 
relationships were observed over time, e.g., on average, phytoplankton dominates the system 
in all four seasons with its least control dominance occurring in the winter.   Sediment 
remained dominated, csi > 1, by the overall system throughout all years and seasons while 
nitrates and nitrites, NOx, dominated the system, csi < 1, in all years and seasons.   

Conclusions 
Our results lead to important questions still to be answered: (1) To what extent do nitrogen 
turnover times within each component affect the perception of environ control as derived 
from NEA throughflow analysis,? (1) What parts of the Neuse River nitrogen system control 
seasonal changes at the whole environ level? (2) To what extent are physical or biological 
events (hurricanes, unusual river discharge, anoxic episodes, or extreme temperature) 
controlling salinity, nutrient loading, or other physical regimes? (3) What factors are driving 
control patterns in environ variations? (4) What kinds and degrees of control are needed to 
remediate the Neuse system? (5) Can NEA-based studies of nitrogen time series establish if 
the river system has enough control capacity to sustain basic ecosystem health? 
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Introduction
Rivers and other water bodies are complex systems of interest all over the world because,
despite their recognised importance for all living systems, they suffer from damage caused by
human actions. From the ecological point of view, the worst effect of water pollution by
organic matter (OM) is the reduction in dissolved oxygen (DO) concentration. OM influences
the concentration of DO due to the increased activity of decomposers. Respiration reduces the
amount of available oxygen and eventually affects the whole biological community. The
reduction of DO is selective for some fish species and may cause fish mortality to increase.
This is a well-known problem, described in textbooks for undergraduate students. However,
integrated models covering the wide range of factors that may influence this problem are
difficult to build because of partial understanding of the community structure and functioning
and because data available is incomplete, uncertain, and often represented in qualitative
(linguistic) terms. This paper describes an exploratory study about how to build conceptual
models for explaining changes in a river community under the effects of pollution by sewage
and the consequences of good and bad management practices, using Qualitative Reasoning
(QR) techniques.

The QR modelling approach
QR is an area of Artificial Intelligence that provides means for reasoning with incomplete
knowledge about a system. The capacity of representing only the most relevant states of the
system (from the qualitative point of view) creates compact descriptions of system behaviour.
Explicit representation of objects, relations between objects and quantities, situations,
processes, and conditions for things to start and stop, provide a rich vocabulary for describing
a system. The possibility of including representations of assumptions in the models provides
a better understanding of their limitations and allows users to change them if they want.
Previous work on population and community dynamics has shown the potential of QR for
addressing ecological problems (Salles & Bredeweg, in press; Salles et al. 2003).
Our models are implemented in the qualitative reasoning engine GARP (Bredeweg, 1992)
and are based on a process-oriented ontology (Forbus, 1984). We built a library of model
fragments that capture partial knowledge about the system and can be combined to create
different models. Different scenarios set initial values for the quantities and conditions for the
selection of the model fragments during the simulation. These selected model fragments
create representations of qualitative states of the system.
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Models and simulations
The model described in this paper includes entities (objects) that represent a segment of
‘river’, viewed as a ‘container’ that contains ‘biological entities’. There is also a (human)
‘manager’, that ‘performs a task’ (human action), namely ‘pollution control’ of the river.
Relevant properties of these entities are represented as quantities. For example, the river
contains substances represented by the quantities Nutrient, Organic Matter and Oxygen. The
amount (mass) of aquatic plants, decomposers and fish are modelled by the quantity
Amount_of. Processes change the qualitative values of these quantities. Decomposer growth,
Fish growth are the rates that affect respectively the Amount_of decomposers and fish.
Amount_of plant is directly influenced by Net_production rate, which is calculated as
[Photosynthesis rate – Respiration rate]. Actions of management (controlling pollution) are
modelled by means of the quantity Control, representing an aggregated of processes taken in
order to control pollution. Control is a direct influence on Organic Matter. If the management
practice is good, Organic Matter decreases.

A simulation of good management practice produces 17 states, showing that OM
decreases, the mass of plants and DO increases, decomposers decrease and the amount of fish
also increase. There is no state in which decomposers become greater than the plants and the
fish; also, it does not happen that DO decreases while fish increases. The simulation with bad
management produces 69 states, with different combinations of values of the 10 quantities
included in the model. As a result, the simulation produces states representing all the possible
qualitative situations of the system: (a) both DO and amount of fish have value normal; (b)
both DO and amount of fish have value high; (c) DO has value high and amount of fish has
value normal; and (d) both DO and amount of fish have value low. Note that the ‘forbidden’
combination (the fish component going to high while DO goes low) is not present in the
behaviour graph.

Discussion
Modelling the wide array of physical, chemical and biological aspects of rivers and stream
ecosystems puts a number of challenges both for the QR and ecological modellers
communities. Some are approached in the exploratory study described here. The explanation
why management actions controlling measures influence the OM in the water and how this
effect propagate to nutrients, plants, decomposers, DO and fishes is given by the model’s
causal structure. Two simulations are presented, showing how good and bad management
practices may be used to control fish stocks in the river. However, reasoning about such
water systems requires representations of populations and communities, energy flow and
nutrient cycling.  We argue that a robust qualitative theory of water ecosystems will require at
least three ontologies, the number_of ontology already implemented (Salles & Bredeweg, in
press) and those we called energy_of and amount_of whose implementation is part of our
ongoing work. We believe the use of QR models has the potential to become a major
breakthrough in modelling for research, management, training and education in stream
ecosystem recovery and other water-related ecological phenomena.

References
Bredeweg, B. (1992) Expertise in Qualitative Prediction of Behaviour. PhD thesis. University

of Amsterdam, Amsterdam, The Netherlands.
Forbus, K.D. (1984) Qualitative process theory. Artificial Intelligence, 24:85–168.
Salles, P. & Bredeweg, B. Modelling population and community dynamics with Qualitative

Reasoning. Ecological Modelling (in press).
Salles, P.; Bredeweg, B.; Araújo, S. & Neto, W. (2003) Qualitative models of interactions

between two populations. AI Communications, 16(4): 291– 308.

108



ECEM/EAML 2004

The Ants’ Garden:
Qualitative models of complex interactions between populations

Paulo Salles1 and Bert Bredeweg2 and Nurit Bensusan1

 1 Universidade de Brasilia, Instituto de Ciências Biológicas,
Campus Darcy Ribeiro, Brasilia - DF, 70.910-900, Brasil, E-mail: paulo.bretas@uol.com.br

2 University of Amsterdam, Department of Social-Science Informatics,
Roetersstraat 15, 1018 WB Amsterdam, The Netherlands, E-mail: bert@swi.psy.uva.nl,

Phone +31 20 525 6788, Fax: +31 20 525 6896

Key words: Qualitative Reasoning, Conceptual Models, Interacting Populations, Education.

Introduction
Because few organisms cultivate their own food, fungus-gardening by ants is considered to
be a major breakthrough in evolution. It is a symbiosis in which organisms of two different
species (ants from the family Formicidae and fungi from the family Lepiotaceae) benefit
each other and create a system that can successfully survive in different environments, being
the dominant herbivores in the Neotropics. Recent studies Currie et al. [2,3] show that the
ants’ garden is far more complex than initially understood. A third species, the specialized
garden parasite fungi of the genus Escovopsis is often involved and may destroy the system,
by attacking the cultivated fungi. However, it almost never happens because ants carry on
their body colonies of bacteria (genus Streptomyces) that produce antibiotics specifically
targeted to suppress the growth of Escovopsis. Therefore the system consists of four species
and of complex balance of interactions in which eventually the ants’ garden survives.

Interactions between populations have been a hot topic in ecological theory and practice.
Competition, for instance, is still seen as a driving force for shaping biological communities.
However, traditional modelling approaches, mostly based in differential and difference
equations, are limited in many aspects. Besides the well known difficulties to obtain
numerical data of good quality for implementing, calibrating and evaluating the models, it
has been shown that even simple mathematical models may produce complex trajectories,
with stable points, cycles and chaotic behaviour [6,7]. For example, modelling interactions
among populations with ordinary differential equations, Gilpin [5] demonstrated that chaos
can be observed when there are at least three populations. Cyclic behaviour has been
observed in many populations, but the existence of chaotic behaviour in natural populations is
still an open question [8].

Qualitative Reasoning and our Models and Simulations
Qualitative Reasoning (QR) is an area of Artificial Intelligence that may be useful to address
complex systems like the ants’ garden, including the possibility of developing conceptual
models with a rich vocabulary to describe objects, quantities, relations, situations, causal
mechanisms of change, conditions for things start and finish. Explicitly represented causality
is useful to support explanations about the system’s behaviour. Qualitative models can also
be used to improve understanding of the structure of the ecological system and allow for
valid predictions in situations that mathematical models cannot be used. We use a
compositional approach so that a library of model fragments facilitates reusing ‘simpler’
models to scale up to complex models. Accordingly, implemented models about single
population dynamics, community succession [10], and interactions between two populations
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[11] are re-used here to model the ants’ garden. Our models are implemented using the
qualitative simulator GARP [1] and assume that processes are the mechanisms that cause
changes in the system [4].

We defined the minimum set of interactions required to model the ants’garden: (a) ants /
cultivated fungi = symbiosis (+,+); (b) parasitic fungi / cultivated fungi = parasitism (+,–); (c)
ants / bacteria =comensalism (0, +); (d) bacteria / parasitic fungi = amensalism (0,–). We
assume that the effect a population can cause on the other one must be represented as a
specific quantity (Effect). The influences set by the interactions used in the ants’garden model
can be summarised as follows: (a) Symbiosis: both Effects are positive, reducing D and
increasing B; (b) Parasitism: the effect of the parasite reduces B2 and increases D2, while
effect of the host increases B1 and reduces D2; (c) Comensalism: population1 has a positive
effect increasing B2 and reducing D2, while population2 does not affect the other one; (d)
Amensalism: population1 has a negative effect decreasing B2 and increasing D2, while
population2 does not affect the other one. During this modelling effort, we tried a number of
alternative combinations of different models of comensalism and amensalism. The models
support a rich set of simulations, depending on the initial scenarios of the quantities and what
assumptions are to be considered. For example, one of the simulations results in 23 states,
showing behaviours such as: coexistence, complete extinction of the garden, ants and
cultivated fungi reaching their maximum size and the elimination of the parasitic fungi.

Discussion
Our models of the ants’garden reflect the current understanding of how populations interact.
Ongoing work includes implementations of alternative hypotheses to answer some open
questions. For example, bacteria / cultivated fungi = (0,+) or (+,+)? ants / bacteria = (0,+) or
(+,+)? bacteria / parasitic fungi = (0, –) or (–,–) ? These simulations allow the user to explore
a number of possible behaviours. Chaotic behaviour does not appear in coarsegrained models
such as those presented here, because quantities do not assume threshold values that would
trigger that kind of behaviour. Some features of qualitative models like the explicit
representation of causal dependencies and modelling assumptions, and easy to test alternative
hypotheses facilitate the refinement of the model. Exercises of these types may help us to
better understand the functioning of complex systems like the ants’ garden.
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Introduction  
There are many good reasons why models are used in providing advice, information and 

even predictions for the management of our lakes, rivers and other water bodies, that are 
complex systems and consist of numerous interconnected subsystems. As Dale (2003) 
phrases it, models help to organise, synthesize, and track information and scientific 
knowledge and hypothesis in a way that would not be possible otherwise.  

This paper describes the modelling “case story” of Lake Vansjø, situated in the 
southeastern Norway, near Oslo. With “case story” we mean the entire modelling process, 
starting with the problem definition and model code selection, and ending with the production 
and discussion of the final model results. With Vansjø as an example, this paper illustrates 
and discusses some rather simple means to enhance the quality of model-based knowledge 
input for decision-making. We try to keep our approach pragmatic and avoid getting too 
much involved in more profound theoretical or philosophical controversies, as discussed in 
Refsgaard and Henriksen (2004). Our modelling study was carried out as a part of the project 
Benchmark Models for the Water Framework Directive, whose main aim is to develop a set 
of operational evaluation criteria for (computer) models whose application is intended to 
support decision-making related to a particular water management issue, e.g. in connection 
with the implementation of the EU Water Framework Directive.  

The Vansjø river basin comprises several small rivers and lakes, and one large lake, 
Vansjø, with a very irregular shape. Lake Vansjø consists of two major basins, Vanemfjorden 
and Storefjorden, the latter which is a major drinking water reservoir and the focus of our 
current study. Despite earlier abatement measures to reduce inputs of nutrients, the lakes and 
rivers in Vansjø river basin are still eutrophic primarily due to excess loading of phosphorus 
from municipal sewage, single point sources and agricultural runoff. The phytoplankton is 
dominated by blue-green algae (cyanobacteria) part of the season, and in 2001-2003 toxin 
production by blue-green algae was shown. 

The main simulated management question was whether the water quality would reach the 
two preset environmental goals (Lyche Solheim et al., 2001) if phosphorus loading into 
Vansjø-Storefjorden was reduced by 50%. 

Results and discussion 
Four different lake model code candidates were originally picked up from an internet-

based model code inventory and considered to be used in Vansjø-Storefjorden. These four 
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codes were: DYRESM-CAEDYM, MINLAKE, CE-QUAL-W2, and MyLake. Based partly 
on the qualitative evaluation of the model code candidates against the benchmark criteria 
(Saloranta et al. 2003), and partly on our familiarity with the codes, MyLake was finally 
chosen as the model code to be applied in Vansjø-Storefjorden. 

MyLake (Saloranta and Andersen, 2004) is a one-dimensional mechanistic model code 
for simulating daily 1) vertical distribution of lake water temperature, 2) evolution of 
seasonal lake ice and snow cover, as well as 3) phytoplankton-phosphorus dynamics. 
MyLake has a relatively simple and transparent model structure, it is easy to set-up, and is 
suitable both for making predictions and scenarios, and to be used as an investigative tool. 
Furthermore, short runtime allows application of comprehensive sensitivity and uncertainty 
analysis as well as simulation of a large number of lakes or over long periods (decades).  

The simulation results from MyLake model indicate that the strictest environmental Goal 
2 of total phosphorus < 11 µg l-1 will almost be reached in the long-term after a 50% 
reduction in both particulate (PP) and dissolve inorganic phosphorus (P) loads. The less strict 
Goal 1 of total phosphorus < 15 µg l-1 could be reached by 50% reduction in P load alone, 
while a 50% reduction in PP load has much smaller effect.  

Conclusions 
On the basis of the experience from our two-fold study, focussing both on the model 

results themselves as well as on the process of producing them, we believe that by 1) 
following (and documenting) the step-by-step modelling process outlined in this paper, based 
on van Waveren et al. (1999), by 2) using available (internet-based) inventories to get an 
overview of available model codes, and by 3) performing and documenting the model code 
selection with help of the benchmark criteria approach, at least some of the barriers to model 
use in environmental management can be removed, and one can easily, with little extra effort, 
make a modelling study more rigorous, better documented, and more credible and transparent 
in front of the stakeholders.  
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Introduction 
Holistic knowledge of controlling relationships in ecosystems is one of the primary reasons for 
understanding system structure and function through modeling.  With knowledge of proximate 
(direct), or especially distal (indirect), control points should come an ability to exert control, either 
close-in or at a network distance — in other words, should give a capability to implement the elusive 
concept of "ecosystem management."   

 
Notions of "control" in ecology are loose and varied.  Control is an umbrella term encompassing a 
broad set of diverse opposites such as dominating/subordinating, augmenting/limiting, 
releasing/constraining, liberating/regulating, etc.  Categories from formal control theory, like open-
loop and closed-loop (negative-feedback) control, are not a part of the ecological lexicon, although 
concepts like reachability, controllability, and observability are inherent in the extended networks of 
input and output environs.  And, there is a span in ecological usage from more proximate control in 
classical concepts like limiting factors, limits of tolerance, and limits to growth, to modern concepts 
like bottom-up vs. top-down control, and systemic or holistic control.   

 
We consider that in ecosystems there are no explicit controllers, like the thermostats and autopilots 
of man-made systems.  Control somehow resides in the complexity of organization — in the 
interactive networks that join things together, and in the environs into which these networks can be 
decomposed.  Our concept is thus one of diffuse, decentralized, even (at a network distance) remote 
control; for purposes of the present set of papers we have adopted the term distributed control.  
Within the framework of network environ analysis (NEA) this kind of control can, with definition of 
appropriate measures derived from the primary environ analyses of pathways, throughlows, and 
storages, be fruitfully investigated. 

 
NEA assumes each component of a system has an incoming interactive network that brings it 
energy and matter, and an outgoing network that takes energy and matter away.  These are, 
respectively, input and output environs of that component which partition elements of the 
entire interior flow–storage network, in two orientations: afferent (input environs) and 
efferent (output environs).  The system of interacting components has an external reference 
environment with which it, as an open system, exchanges energy, matter, and information.  
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Starting with “open-loop” control theory parlance, three ecological control terms (control 
ratio, control difference, and system control) may usefully be formulated in the environ 
framework by considering both pair-wise and system-wide distributed control relationships.  
We draw on the notations and concepts outlined in the abstract for Paper #1 (Patten et al.):   
 
1.  Pair-wise dominance.  If component i in a system contributes a greater fraction of its 
throughflow of energy–matter to j than j to i, then i dominates j and to that extent can be said, 
in an augmentative sense, to "control" it.  If i and j are non-adjacent in a network (no direct 
link between them), then the control is indirect, or distributed.  We measure this form of 
control in throughflow-based NEA by comparing n'ji and nij, normalized by a respective 
throughflow Ti, which is subsequently combined into one matrix designated (ηij), where n'ji is 
the j'th row, i'th column element of N' (throughflow) input environ mapping matrices, and nij 
is the i'th row, j'th column element of N output-environ mapping matrices.  Two methods are 
considered:  1) The control ratio is a combination difference and ratio formulation of ηji and 
ηij designated, crij.  If 0 < crij ≤ 1 then j controls (dominates) i; if –1 ≤  crij < 0, then i controls 
j.  On these intervals, control is minimal when crij = 0, and maximal at the extremes, crij = ±1.  
2) The control difference is simply the difference of the magnitudes, |ηij| – |ηji| designated cdij.  
If  cdij > 0 then j controls i; if cdij < 0 then i controls j.  
 
 2. System level control.  Unlike the control ratio comparison derived with uncommon 
denominators, control difference magnitudes can be compared to each other for relative 
control strengths between components throughout the system.  As such, they can also be 
added.  The system control vector, designated csi, is the sum of the rows of the cdij matrix.  A 
csi > 1 value denotes a system control of the specific component i.  Likewise a csi < 1 value 
denotes a specific component’s, i, control of the entire system.       

Results and discussion 
These control relationships were explored for the average static model of nitrogen flow in the 
Neuse River Estuary, North Carolina, USA (Christian and Thomas 2003) further described in 
Paper #2 (Gattie, et al.) of this series.  The seven compartment model included: 
phytoplankton, heterotrophs, sediment, dissolved organic nitrogen, nitrate and nitrites, 
ammonia, and abiotic detritus.  The (crij) and (cdij) matrices yielded similar results.  
Considering the (cdij) matrix, the highest magnitude of control exists with component 3, 
sediment.  In fact, not only are there no components to which sediment exerts control but the 
magnitude of control on sediment represents the seven highest values in the matrix (cd31 
through cd37 ≥  remaining cdij values).  To the contrary, nitrates and nitrites, component 5, 
control each component in the system with relatively high magnitudes.  Stated succinctly, 
sediment is overwhelmingly controlled by the system while NOx overwhelmingly controls 
the system.  The system control vector csi clearly represents these general conclusions. 

Conclusions 
Sediment and NOx appear to participate in opposing roles in the seven component model of 
the Neuse River Estuary.  Paper 6 (Patten et al.) of this series explores these control metrics 
over 16 consecutive seasons.  The preceding results are the direct result of a throughflow 
based analysis; a storage based environ control analysis is now underway to illuminate the 
contribution of turnover and resident times to these conclusions. 
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Introduction 
We have proposed a new fish environmental preference model based on laboratory 
experiments. (Sekine et al. 1997)  
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Although we could explain fish distribution in laboratory experiments by using this model, 
sometimes it failed to explain fish distribution in real rivers. For the next step, we have 
developed a model which treat fish behavioral mode such as feeding, resting, hiding and 
spawning. (Sekine et al. 2001) 
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By defining preference parameters for each behavioral mode, we have succeeded to 
reproduce fish distribution in real rivers by numerical calculation. (Figure 1) 
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Figure 1. calculated habitat potential and observed fish population density 

φ  represented the null set, ∃  was an existential quantifier, and 
Wmax was the maximum weight among the weight sets that have 
different preference levels in different tanks.  

max(a, b) is a function that returns the larger value between a 
and b, and disti,k is a distance from the center of the cell i to 
the center of the cell j. Pmk is the preference curve for each 
behavioral modes. Pi, is the total preference for a cell i. 
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A new model for evaluating fish migration path 
As above mentioned, we have already been able to evaluate fish distribution based on its 
preference. Now one of our remaining research subjects is to evaluate continuity of rivers for 
migratory fish. Barrier for migratory fish will be rapid velocity and high gap of water level. 
These barriers sometimes appear together in shoots and rapids. To pass through rapid velocity, 
fish need to swim with burst-swimming speed, which last only a few seconds. To pass 
through high gap of water level, fish need to jump in the air. In the reach where those barriers 
exist (in this paper we call it a “barrier reach”), there also exist a couple of different 
phenomenon compared to reaches where fish can swim with sustained swimming speed, such 
as air bubbles, turbulence and sound pressure. We determine preference curves for these 
factors based on laboratory experiments. Our new preference model for barrier reach is: 
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Results and conclusion 
Based on the above models, we calculated the preference level for a river reach equipped 
with two fish ladders, both of them are imitating natural rapid. We also conducted field 
surveys to count the number of anadromous migration fish which go upstream through these 
fish ladders (Figure 2 and Figure 3). When preference level for the barrier is low and 
preference level for the pool is high, few fish go up. When preference level for the barrier is 
high and preference level for the pool is low, a lot of fish go up. The calculated magnitude of 
preference for these passes can explain the fish migration number and their path in the reach.  
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“fish count 30 / 100” means 30 fish pass through the fish ladder out of 100 released fish. 
2002 and 2003 mean that the calculation of preference and observed fish count are based on the year. 
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Introduction

The cold condensation or global distillation of environmental chemicals in low temperature
regions leads to selective accumulation first of all in the polar regions (1.) In contrast to iso-
tropic long-range transport, which is based on isotropic spatial range and global lifetimes,
cold condensation relates to the longitudinal temperature gradient, being an intrinsically ani-
sotropic characteristic of the earth. For some chemicals such as hexachlorobenzene and the
PCBs the cold condensation effect gives an important additional, anisotropic contribution to
geographical spreading out. As polar ecosystems are particularly vulnerable the cold conden-
sation phenomenon creates a special environmental threat scenario and corresponding filters
should be part of precautionary pre-screening, as lined out in the EC’s recently concluded
STRATA project PrecauPri (2).

For this purpose a minimal assessment model is presented which combines the essential fea-
tures of the treatment by Scheringer et al.(3) with the advantages of a closed analytical
solution. As a result this allows for assessing a chemical’s cold condensation  potential CCP
simply by inserting substance-related constants into a closed formula

€ 

CCP =
e2w
e1w

=
k

k(T2)+ k
α(T2)
α(T1)

€ 

α(T) =
va + vw + vs

vaKaw (T) + vw + vsKsw (T)

where e2w/e1w is the ratio of the exposure in the water compartments of the earth’s polar and
the non-polar region, va, vw, and vs are the relative unit world volumes of the troposphere, the
upper layer of the oceans and the upper layer of soil, respectively. T2 = 273 K is assumed to be
the effective temperature of the polar regions, and T1 = 298 of the non-polar regions. k denotes
the transfer coefficient between the polar and the non-polar compartment - as an explicitely
calculated  function of atmospheric mixing times - whereas Kaw and Ksw are the chemical’s
air/water and soil/water partition coefficients. k(T) is the effective degradation rate constant,
depending on temperature T.

As the present approach is an extremely condensed version of the basic model by Scheringer
et al. the risks of an aggregation at this level are discussed in two steps: First one has to con-
sider their basic level IV model. This is done in (3). Second one has to examine the additional
simplifications. As for the instant equilibrium approximation this has been extensively done in
(4). The remaining points are dealt with by direct comparison of the results with those in (3).

117



Results and discussion

A first inspection of CCP is performed regarding three reference sets of chemicals: one group
commonly assumed to exhibit cold condensation, a second group of unsuspected substances
and a third set of chemicals of special interest. Technically, the cold condensation effect is
based on the temperature dependence of the Henry’s law constant and of the effective degra-
dation rate constant, both entering CCP. The data necessary for a sound calculation of these
effects are not always available. First of all this applies to k(T2) which had to be replaced with
its better known values at standard temparature T1.
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FIGURE 1: Cold condensation potential CCP vs. absolute exposure e2w in the polar
compartment (In logarithmic units).

In this approximation already it turns out (i) that CCP separates fairly well between unsus-
pected chemicals and precarious ones, (ii) reproduces the results of Scheringer et al. for the
cold condensation of Mirex, but not of alpha-HCH. (iii) However the result for alpha-HCH is
plainly improved if k(T1) is drastically lowered (which mimics its changes with falling T).

Conclusions
Accordingly CCP reproduces essential results of Scheringer et al.’s. much more detailed
computer model. The assumption k(T2) = k(T1), however, seems to be an oversimplification.
This may impose practical restrictions on a wider use of CCP which, on the other hand, would
be a welcome completion in the hazard assessment of new and existing organic chemicals.
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Introduction 
The linear world of the mathematical physics of the nineteenth and the early twentieth 

centuries was harmonious and consistent. Almost the entire evolution of this world proceeded 

in small neighbourhoods of stable equilibrium where linearisation principle held true. This 

was a smooth differentiable world, in which there was no room for instabilities, catastrophes, 

and other inconvenient phenomena. In contrast to many fields of mathematical physics, 

where linear models have been used very extensively and effectively, mathematical ecology 

(and mathematical genetics, also) are principally non-linear sciences. The fact is that almost 

all interactions in ecology, both competitive and trophic, are non-linear.  

 

The problem of choosing an adequate mathematical description in ecology is very acute; 

physical and chemical ways of descriptions are already exhausted; it is necessary to look for 

some new non-traditional methods, which can be based on already known mathematical 

concept and new forms of description and models for ecological realities.  

 

From the mathematical point of view, the first models should be the models of the 

catastrophe theory. We can hope, that namely the mechanisms with non-linearities of cubic 

type are responsible for sudden changes of any biological parameter when abiotic parameters 

are changing continuously, and the task of modeller is to define these critical parameters 

correctly. Second type of mechanism, which can lead to the formation of discontinuity, is the 

destruction of some unstable equilibrium under perturbation for the systems possessing a 

hysteresis effect.  

 

We would like to show that such a non-linear effect as the dynamic chaos exists in the 

models of mathematical ecology. Nevertheless, the problem how to detect the dynamic chaos 

in real ecosystems is not yet solved. Of course, we can observe there a similar behaviour, 
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but… the similarity is not a proof. Although from the methodological point of view, this 

similarity could be interpreted in favour of the application of “chaotic” models as adequate 

tools to describe some real ecological processes.  

 

In general, the problem to choose an adequate mathematical description is very urgent in 

ecology. Borrowed from other, more "mathematised" sciences, methods of description have 

exhausted their potentialities to a considerable extent. It is necessary to look for new 

unconventional approach that, nevertheless, could rely securely upon the mathematical 

concepts already known. 
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Introduction
A global carbon dioxide (CO2) model (Silebi and Schiesser, 1992; Schiesser and Silebi,
1997) is modified to represent different landscapes. The model is a low-order ordinary
differential equation (ODE) model for local CO2 problems (Sellers et al., 1997). For each
landscape, the Earth’s environment is modelled as seven completely mixed reservoirs. Each
reservoir is modelled by a single ODE in time that accounts for the fluxes of carbon into and
out of the reservoir, and for the accumulation of carbon within the reservoir. Integration of
the seven ODEs is performed by a fixed-step, modified Euler integrator. The numerical
solution is the carbon concentration in each of the seven reservoirs as a function of time.

Results and discussion
The calculation of the amount of carbon in the seven reservoirs has been carried out from the
preindustrial era (1700) to the near future (2005). The variables are carbon in the upper
atmosphere (CUA), carbon in the short-lived biota (CSB), carbon in the long-lived biota
(CLB), carbon in the lower atmosphere (CLA), carbon in the mixed ocean layer (CML),
carbon in the deep sea (CDS) and carbon in the marine biosphere (CMB). The values for
carbon in the ocean mixed layer (CML) are superposed to carbon in the upper atmosphere
(CUA). Similarly, carbon in the short-lived biota (CSB) and carbon in the deep sea (CDS)
appear together.
The most important result in this plot is the exponential rise of the seven carbon reservoirs.
Although the exponential trend was not worrying until 1900 as a global problem, the situation
has become strongly worsened near year 2000. A particular problem has been the increasing
of CO2 in the lower and upper atmospheres and its expected greenhouse effect.
The amount of carbon in the lower atmosphere has been computed for the different
landscapes. The order of increasing carbon is forest, rural, coastal, agricultural, standard,
terrestrial and urban landscapes. As expected, the rural landscape is intermediate between the
forest and agricultural, and the standard landscape is halfway between the rural and urban,
and between the coastal and terrestrial landscapes.
The amount of carbon in the upper atmosphere has been calculated for the different
landscapes. The order of increasing carbon is the same as for the lower atmosphere.
The relative difference between the urban and forest landscapes has been computed as a
function of time for the upper and lower atmospheres. Notice that the values for carbon in the
upper atmosphere (CUA) are superposed to carbon in the lower atmosphere (CLA). For both
atmospheres, the calculated difference has been 1% ca. 1705, 2% ca. 1715, 3% ca. 1725, 4%
ca. 1740 and 5% ca. 1770.
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Conclusions
Provisional conclusions follow.
1. Both advanced development informatic modelling and atmospheric actual measurements
exactly agree: in computer modelling, scientifics are allowed to relate the atmosphere to the
seas and to other essential elements of the climatic structure of the planet, in order to plan the
question of which can be the effects of the CO2 added. The answers of the computers
increasingly corroborate direct observation.
2. During the next decades humankind must face severe restrictions in energy production.
Worldly, most part of the energy is produced on the basis of hydrocarbons combustion, and
the trend will be to the substitution of the use of fossil fuels with the so-called renewable
energies  (solar, eolic, etc.). While other forms of energy production will not be feasible in
large scale, man should be accustomed to optimize the existing processes and reduce the use
of hydrocarbons.
3. Governments must encourage the public financing of research on technologies of
renewable energies that finally will cause the solution that the climatic change obliges.
4. The standard landscape is intermediate between the rural and urban ones and between the
terrestrial and coastal ones. On the other hand, the rural landscape is halfway between the
forest and agricultural ones.
5. Differences among landscapes appeared in 1700 and have remained almost constant since
1800.
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Ecosystems circulate materials, transform energy, support populations, join components in network 
interactions, organize hierarchies and spatial centers, evolve and replicate information, and maintain 
structure in pulsing oscillations. The living parts of ecosystems are interconnected, each receiving 
energy and materials from the other, interacting through feedback mechanisms to self-organize in 
space, time, and connectivity. Energy drives all these processes and energetic principles explain much 
of what is observed. As energy flows from driving energy sources to higher and higher order 
ecosystem components it is transformed from sunlight to plant biomass, to 1st level consumers, to 
second level and so forth. At each transformation second law losses decrease the available energy but 
the “quality” of energy remaining is increased. H.T. Odum introduced the concept of emergy in the 
Eighties, in order to properly account for the quality of matter and energy flows within ecosystems. 

Emergy and Transformity 
Emergy accounts for the environmental services supporting a process as well as for their convergence 
through a chain of energy and matter transformations in both space and time (Odum, 1988). By 
definition, emergy is the amount of available energy (exergy) of one type (usually solar) that is 
directly or indirectly required to provide a given flow or storage of energy or matter. The units of 
solar emergy are solar emjoules (abbreviated seJ) to distinguish them from energy joules (abbreviated 
J). When the emergy required to make something is expressed as a ratio to the available energy of the 
product, the resulting ratio is called (solar) transformity and is expressed in solar emergy joules per 
joule of output flow (seJ/J).  
The total emergy driving a process becomes a measure of the self-organization activity of the 
surrounding environment, converging to make that process possible. The transformity which is a ratio 
of the emergy input to the available energy output is an expression of quality of the output energy; for 
the higher the transformity, the more emergy used required to make it. For example, the organic 
matter in forest soil represents the convergence of solar energy, rain, and winds driving the work 
processes of the forest over many years that has resulted in layer upon layer of detritus that ever so 
slowly decomposes into a storage of soil organic matter. 

Hierarchies and Material cycles 
Material cycles in systems of the biosphere are part of the processing of energy transformations. 
There are cycles of the chemical elements, water, sediments, and waste products of society. Recycle is 
a part of all systems, from the scale of long term geologic cycles to the scale of ecosystems where 
nutrients and organic matter are recycled in relatively short term storages of plant and animal tissue. 
Material recycling is another way that processes are mutually reinforcing. Increasingly materials used 
by human economic systems are being recycled better as economic systems get better organized. 
Humans manage material cycles through the environment as part of municipal utilities and industrial 
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ecology. Transformity of a material may be a good indicator of the appropriate part of the hearth 
hierarchy for its use and recycle. Similarly, hierarchical levels can be indicated by different values of 
the related transformities. Matching of transformities so that a material can amplify indicates an 
appropriate zone of the energy hierarchy for interactions. For example, it may be economic for 
concentrated metals and chemicals to be reused, whereas dilute organic materials and nutrients are 
appropriately recycled through the environment at concentrations usable by the ecosystems. 

Maximum Empower Principle and Zero Emission Patterns 
Ecosystems recycle every kind of waste. The by-products and waste material from one component or 
compartment become a useful resource for another component or compartment. Ecosystems self-
organize in order to maximize the total product (e.g., biomass) by optimizing the resource throughput, 
according to Lotka’s Maximum Power Principle (1922), restated by Odum as Maximum Empower 
Principle (1995). Self-organization for maximum empower ensures that all available resources are 
utilized to the maximum possible extent and no unused resources are left. Human dominated 
ecosystem could be reorganized according to the same principle, for zero emissions. The Zero 
Emission concept “represents a shift from the traditional industrial model in which wastes are 
considered the norm, to integrated systems in which everything has its use. It advocates an industrial 
transformation whereby businesses emulate the sustainable cycles found in nature and where society 
minimizes the load it imposes on the natural resource base and learns to do more with what the earth 
produces.” (ZEF, 1999) 

Comparing ecological and economic systems 
In this paper, we draw a parallel between ecosystems without humans (100% driven by solar energy) 
and economic systems (also driven in the past by solar energy, but mostly supported by fossil fuels in 
the present stage of civilization). Matter and exergy flows in typical ecological and economic systems 
are quantified and the emergy supporting their growth calculated. Transformities of each hierarchical 
level and component are also calculated in order to provide a quantitative quality assessment of 
product and feedback flows. Applying maximum empower constraints to economic systems makes 
them more similar to ecological systems, within a zero emission framework (increased complexity, 
maximum emergy throughput, minimization of emissions). Case studies from the food chain in 
ecosystems, with detritus mineralization and recycle, are evaluated by means of matter, exergy and 
emergy analyses. Results and characteristics are then compared with those provided by an LCA and 
emergy evaluation of a combined cycle power plant for electricity and district heating cogeneration, 
with maximum reuse of co-products (ashes, sulphur) and recycle of reusable machinery and assets. 
Pre-requisites for sustainable patterns in economic systems are stressed and suggestions for increased 
integration of human dominated systems and ecological systems are provided, based on maximum 
empower constraints and zero emission requirements. 
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Introduction

Network environ analysis is motivated by a desire to investigate ecosystems from a holistic
perspective. It provides a quantitative measure of the integral (direct plus indirect)
relationship between compartments and their within-system environments. In this analysis,
each compartment has an incoming interactive network that brings matter to it from boundary
inputs, and an outgoing network that takes matter from it to boundary outputs. These are,
respectively, input and output environs (Patten, 1978; Matis & Patten, 1981). One limitation
of traditional environ analysis is that networks under analysis must be static. However,
ecologists would like to build insight about dynamic ecosystems. The approach used in this
presentation is comparison of environ time series. The Neuse River estuary is an ideal subject
because a time series of steady state networks has been created. Objectives of the current
work are to describe the methodology for comparative environ analysis and present results
from analysis of the Neuse River estuary. Two levels of analysis are employed. The first is
macro-level analysis of whole environs; total environ throughflow, an index of whole-environ
activity, is computed and compared between environs and with total system throughflow. The
second is micro-level analysis which involves the individual intercompartmental flow,
boundary input, and boundary output elements of the input and output environs for two focal
compartments, heterotrophs (x2-PN/Hetero) and nitrate/nitrite (x5-NOx), in the Neuse models.
Sixteen seasonal networks of the Neuse River estuary were constructed for the period spring
1985 through winter 1989 by R. R. Christian and colleagues (Christian & Thomas, 2003).
Details of the construction of these models and their ecological context are given in the
ECEM Bled Conference Paper: Gattie, D.K. et al. 2004. Environ Analysis of a Seven-
Compartment Model of Nitrogen Flow in the Neuse River Estuary: The Static Case. Environ
theory and computation methods are described in the ECEM Bled Conference Paper: Patten,
B.C. et al. 2004. Environs and Network Environ Analysis: Introduction and Overview. For
the macro- and micro-analysis levels, three types of temporal comparisons are made: same
season between years (e.g. Fall 85 vs. Fall 86) ; between adjacent seasons (e.g. Spring 86 vs.
Summer 86); and, four-season patterns between years (e.g. Spring 85 – Winter 85 vs. Spring
86 – Winter 86).
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Results and discussion
Of the many possible macro- and micro-scale analyses conducted, one example of the macro
scale patterns of the environ time series will be given. The seasonal pattern of total environ

throughflow compared to
seasonal pattern of total system
throughflow for steady state
networks is shown in Figure 1;
in this figure the values for
each environ TET time series or
the steady state TST time series
are expressed on a percent basis
with the largest value for each
time series used as the 100%
value. This transformation is
used to produce a set of
distributions that may be
compared for differences in
central tendency, variance, and
shape using the Kolmogorov-

Smirnov and Cramer-von Mises two sample tests. The time series distributions of TET for
environs 1 (PN-Phyto) and 3 (Sed) are shown to be significantly different from the time
series distribution of TST for the steady state networks. The time series distribution of TET
for environs 6 (NH4) and 7 (PN-Abiotic) are shown to be marginally significantly different
from the time series distribution of TST for the steady state networks. None of the other
environ TET patterns showed significant differences when compared to the TST steady state
network pattern.

Conclusions

The macro-scale result presented demonstrates that the use of environ analysis as an
‘analytical tracer’ provides a means to tease out the differences created by parsing the within
system environment of each compartment away from the total system and comparing the
throughflow patterns generated by such analysis. In this case output environs for
compartments PN-Phytoplankton (x1) and Sediment (x3) are found to generate TET time
series distributions that are significantly different from the TST time series distribution. Since
these two compartments are quite different in their model definition, connections within the
system, and stock and throughflow characteristics in the steady state networks, there is no a
priori means to determine that their environ TET patterns would both be different from the
TST steady state pattern. Only environ analysis of the 16 model time series could reveal this.
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Introduction  
The problem of forest management involves decisions on how to schedule investment, 
silvicultural and harvesting activities for an existing forestland over a long time horizon, 
while guaranteeing sustainability, maximizing the expected profit, referring to ecological 
objectives, and respecting the public’s acceptance of decisions. Consequently, the decision-
maker in forestry is challenged with a long term, dynamic, ill-defined, multi-objective 
problem, which has precipitated the development of several decision support models. The 
presented fuzzy, dynamic and multi-objective model for optimal forest management, is able 
to determine the sequence of decisions, that jointly maximizes economic, ecological and 
social objectives subject to prescribed constraints, takes the forest system from its existing 
state to the goal state, and respects imprecision and public’s acceptance. 

Results and discussion 
In the model, the forest management process is defined in the framework of a discrete 
deterministic dynamic programming of Bellman’s type, i.e., in terms of time periods, states, 
decisions, and objectives (Zadnik Stirn, 1990). Because the state of the forest is also 
described with subjective and uncertain variables and value judgments we use for these 
uncertainties and imprecision fuzzy variables to develop the current and new (transitional and 
goal) states of a managed forest. How to manage the current state towards the goal state is 
another problem in which each feasible decision results in a new forest state, determined 
empirically by a transition function (Zadnik Stirn, 1990), and in a set of possible outcomes, 
specified by management objectives, which are also not identified with certainty. Thus, the 
idea of fuzzy analytic hierarchy process (Saaty, 1994) is introduced within a discrete dynamic 
programming process to evaluate the conflicting objectives. Analytic hierarchy process can 
accommodate multiple experts, as well as the public, i.e., various representative groups who 
benefit from the amenity value of the forest. Further, it can incorporate mixed data that may 
include both qualitative and quantitative judgments, and is capable of analyzing multiple 
factors, both individually and collectively. The objectives result in a composite utility value 
of a forest management decision. They are presented in a hierarchical structure and the 
composite utility value is developed in a two-step process. The hierarchy of objectives is 
organized around the concepts of objectives and attributes (Schmoldt et al., 2001).  
In the first step, analysis is done at the objective level, at which each objective is defined by 
appropriate attributes, which are modeled as fuzzy variables, to estimate the cumulative 

129

mailto:lidija.zadnik@uni-lj.si


 ECEM/EAML 2004

impacts of attributes on the forest management decision according to the existing forest state. 
The cumulative impacts are formulated as a sum over all products of attribute’s membership 
function (Zimmermann, 1987) and its relative importance (weight). The weights are 
calculated on the pairwise comparisons of the attributes following the analytic hierarchy 
process. They are normalized and scaled between 0 and 1. The membership function, also 
with the values between 0 and 1, reflects varying degrees of favourability to the attribute we 
deal with. At the second level, the cumulative impacts of objectives are measured. The 
experts and public again provide opinions, through pairwise comparisons, for the elements at 
this level. The composite utility value is then calculated by combining the values from both 
levels.  
As soon as the composite utility values for each possible state transition under the feasible 
forest management decisions are defined, the problem is considered as a discrete and 
dynamic problem, which is presented in a form of a network. Finally, the optimal policy, the 
one that maximizes the sum of composite utility values over all time periods, is determined 
using the value-iteration and policy-iteration method for the solution of sequential decision 
processes of Bellman’s type.  

Conclusions 
To demonstrate this approach, a case study involving a forest located in Panovec, Slovenia 
(Papež, 2001) was used. The assessments were based on the evaluation of experts, 
stakeholders and residents (Zadnik Stirn, 2004). This group decision making feature of the 
model promotes participative and collective involvement of various groups, and enhances the 
acceptability of any assessment made. Thus, private owners, institutions or enterprises in 
charge of sustainable forest management under uncertainty, should use the model as a 
decision support system. 

Acknowledgements 
This work was supported by an EU financed research on ‘Tools for evaluating investment in 
the Mediterranean mountain areas – An integrated framework for sustainable development – 
MEDMONT (QLK5 – CT-2000-01031)’. 

References 
Papež, J. Panovec. Občina Nova Gorica in Zavod za gozdove, Območna enota Tolmin, Nova 
Gorica, 199 pp., 2001. 

Saaty, T.L. Fundamentals of Decision Making and Priority Theory. RWS Publications, 
Pittsburgh, 527 pp., 1994. 

Schmoldt, D.L., Kangas, J., Mendoza, G.A., and Personen, M. The Analytic Hierarchy 
Process in Natural Resource and Environmental Decision Making. Kluwer, Dordrecht, 305 
pp., 2001. 

Zadnik Stirn, L. Adaptive Dynamic Model for Optimal Forest Management. Forest Ecology 
and Management, 31:167-188, 1990. 

Zadnik Stirn, L. MEDMONT WP 9.2. University of Ljubljana, Ljubljana, 217 pp., 2004. 

Zimmermann, H.J. Fuzzy Sets, Decision Making and Expert Systems. Kluwer, Boston, 335 
pp., 1987. 

 

130



 
 

ECEM/EAML 2004

Model of influence of reservoir shape on processes of self-cleaning 

 
Alfred Zakirov, Ludmila Frolova 

Kazan State University, Kremlevskaya St., 18, 420008 Kazan, Russia 
Email: Alfred.Zakirov@ksu.ru, Lucy.Frolova@ksu.ru 

Phone: (7-8432)315243, Fax: (7-8432)387418 
 

 
Key words: mathematical model, reservoir water, shallow areas, channel shape, ecological 
status 

Introduction  
The self-cleaning of a water reservoir is a combination of biological, chemical and physical 
processes that restore the initial properties and quality of water. Descriptions of self-cleaning 
processes of water bodies commonly use mathematical macro-models in which basic system 
variables are the concentration of dissolved oxygen and the biological consumption of oxygen 
(Bek, 1981; Streeter et al., 1925). Some studies model biological processes in river and lake 
ecosystems with a constant level of water, however a reservoir ecosystem represents 
interactions among live organisms, variable water conditions, and channel properties 
(Chernyaev, 1999).  

Results and discussion 
Water volume and channel shape are abiotic components of a reservoir ecosystem, and their 
changes influence the biotic components of the ecosystem. The change of water level alters 
the volume of the photosynthetic aeration zone and the area of shallow water where biological 
activity is highest, thereby influencing the processes of reservoir self-cleaning. The 
concentration of organic substances, in terms of BOD5, and deficiency of oxygen are 
influenced by the shape of the reservoir channel and the water level. Four shapes were 
considered a) channel with steep shores without islands (“box”); b) channel with gently 
sloping shores without islands (“prism”); c) channel with gently sloping shores and islands 
(“cone”); and d) channel with wide shallow, submerged terrace (“terrace”). 

Conclusions 
We show that the equilibrium values of organic substances and dissolved oxygen are 
primarily defined by shallow places in a reservoir. As changes of water level occur increases 
and decreases of organic substances and dissolved oxygen depend on channel shape and may 
be in opposite to each other. For example, in our simulations for a "cone" shaped channel, a 
reduction of a water level in reservoir of one meter resulted in a 20% increase of organic 
substance and a 17% decrease of dissolved oxygen.  
The results of this model are quite good for a reservoir with good mixing of water. In our 
opinion when ecological consequences are considered in the design and construction of 
hydraulic engineering projects on a reservoir, it is important to take into account the influence 
of channel geomorphology on the processes of reservoir self-clearing as water levels change.  
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ABSTRACT 

Simultaneously with the site selection process the preliminary assessment of the 
influence of the specific disposal concept on the environment and on the population were 
developed. The performance assessment team, organized in 1997 by national agency for 
radwaste management - ARAO, prepared several basic studies in order to clarify the 
objectives of the performance and safety assessment (PA/SA) procedure: the assessment 
context, the input parameters for the assessment and the timeframes for the assessment. These 
studies were followed by research on radionuclide influence on the different materials which 
compose waste form and migration processes through engineered barriers and geological 
surroundings, together with their time dependence. 

 
In 1999 the first preliminary performance assessment of two safety cases (surface and 

underground) for generic site location for a LILW repository was performed. In this approach 
the recommendations of the International Atomic Energy Agency (IAEA) project entitled 
Improvement of the Safety Assessment Methodology for Near-surface Disposal Facilities 
(ISAM) were implemented on the Slovenian safety case. All required data and descriptions of 
generic location, waste, disposal system and assessment context, were prepared for two 
disposal concepts/siting options. Calculations, based on the AMBER computer code, were 
applied at that stage. The results were optimistic and sufficiently accurate for the purpose of 
this first assessment. 

 
In the year 2000 activities on PA/SA analyses continued. A systematic, generic list of 

all possible features, events and processes (FEP list) predictable for surface or underground 
LILW disposal in Slovenia was prepared. Recommended and selected were the most reliable 
scenarios with conceptual models for LILW disposal in normal and altered evolution 
conditions. All key elements of the PA/SA model (assessment context, disposal system with 
radioactive waste identification, scenarios generation, conceptual and mathematical models 
identification) were defined for surface and underground repositories having in mind the 
purpose of the assessment which has been limited to the site/disposal concept selection phase, 
and restrictions resulting from that stage. The characteristics of the individual disposal system 
were taken from the already prepared basic conceptual designs for both a surface and an 
underground repository. New verification of the proposed conceptual models started in 2001 
with more powerful and accurate models for the surface and underground repository. The 
location was still unknown, but the assessment was narrowed down to two most probable 
combinations of geological environment and type of disposal facility: to a surface repository 
above an aquifer and an underground repository in a plastic rock with low permeability. 
Increasingly detailed calculations continued throughout 2002 and finished with a thorough 
deterministic analysis of the whole disposal system by mid 2003. 
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The consequences of different scenarios were analysed by modelling. This step required 
the construction of a conceptual and mathematical model for each situation predicted by the 
scenarios. Detailed simulations of the processes taking place inside particular parts of the 
repository system were therefore considered. Modelling of the whole disposal system, 
together with its environment, was divided into three subsystems:  

1. near field, or the repository itself with its engineered barriers and its close 
surroundings, where radioactive isotopes migrate through engineered barriers by 
advection and diffusion,  

2. far field or geosphere, which accounts for the processes taking place from close 
surroundings of the repository to its juncture with the biosphere; the hydraulic and 
geochemical conditions of the natural barriers define migration of the radioisotopes, 
and  

3. biosphere - where all different pathways from the groundwater to human population 
(water pumping, crops irrigation, animal and fish consumption) were taken into 
consideration.  

 
On the basis of numerical models, developed for the near-field and for the geosphere the 

calculations of radionuclide transport were performed by means of selected and powerful 
computer codes. The following computer codes were used: 

1. for the near field calculations the PORFLOW [7] and HYDRUS 1D and 2D codes 
were used, giving the flow paths and the transport time as well as the radionuclide 
concentrations leaving the near field, 

2. for the geosphere calculations, the GMS computer code [8] was applied, first for the 
hydraulic field calculations and later on for particle tracking and transport calculations 
for the radionuclides entering the geosphere through the near field;  

3. For the biosphere calcualtions, the AMBER code [5] helped us to evaluate the 
different paths of radionuclides through the biosphere. The starting point for these 
calculations was the surface water or the ground water (well scenario) radionuclide 
concentrations, and the ending point was the dose to a member of the critical group.  

 
The performance assessment for the two disposal concepts was prepared on the basis of 

performed studies for the planned LILW repository, foreign practice and international 
recommendations. The results of both generic cases for the normal evolution scenarios 
showed that there is a negligible dose influence on a member of the critical population due to 
the migration of radionuclides from the planned LILW repository. The evaluation of the non-
radiological influence of the repository can be also assessed with this methodology in order to 
prepare the Environmental Impact Report as part of the EIA process. The methods and 
approaches used by ARAO and its project team will be presented in the paper. 
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