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Data setData set

Domain: number of spider species in field Domain: number of spider species in field 
marginsmargins
Attributes:Attributes:

Number of disturbance events per yearNumber of disturbance events per year
Field margin width, densityField margin width, density
Herb coverHerb cover
Slope directionSlope direction
Many other lifeMany other life--form, soil and climate characteristics…form, soil and climate characteristics…

97 data instances97 data instances
BarthelBarthel and and PlachterPlachter (1996), (1996), AnderlikAnderlik--WesingerWesinger et al. (1996)et al. (1996)



ModellingModelling

KampichlerKampichler et al. (et al. (Ecological Ecological ModellingModelling 2000)2000)
Fuzzy ruleFuzzy rule--based modelbased model
Manually made hierarchyManually made hierarchy
Computer tuned rulesComputer tuned rules

Interaction analysisInteraction analysis
Purely empirical taxonomy (hierarchy) of variablesPurely empirical taxonomy (hierarchy) of variables

Constructive inductionConstructive induction
Automatically generated hierarchy and rules (crisp)Automatically generated hierarchy and rules (crisp)



Interaction analysis 1:Interaction analysis 1:

Attribute DependenciesAttribute Dependencies

B B \\ AA Low diversityLow diversity High diversityHigh diversity Total marginsTotal margins

Sparse marginsSparse margins 46%46% 25%25% 71%71%

Dense marginsDense margins 3%3% 26%26% 29%29%

Total Total 
diversitydiversity

49%49% 51%51%

Interaction assumption : model form P(A, B)

Independence assumption : model form P(A) P(B)

P(low_diversity, dense_margins) = 0.03

P(low_diversity) P(dense_margins) = 0.14

distinct deviation !



Interaction analysis Interaction analysis 22::

22--way interactionway interaction

Many measures of deviationMany measures of deviation
KullbackKullback--Leibler divergenceLeibler divergence
EntropyEntropy

Entropy:Entropy:
D(P(A,B)||P(A) P(B)) = H(A) + H(B) D(P(A,B)||P(A) P(B)) = H(A) + H(B) –– H(A, B) = I(A; B)H(A, B) = I(A; B)
mutual informationmutual information

If mutual information is high, then A and B interactIf mutual information is high, then A and B interact
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Interaction analysis Interaction analysis 44::

33--way interactionway interaction

I(A;B;C) :=
I(AB;C) - I(B;C)- I(A;C)

Positive Positive I(A;B;C) I(A;B;C) means sinergy (more information together)means sinergy (more information together)

Negative Negative I(A;B;C) I(A;B;C) means redundancemeans redundance
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Interaction analysis Interaction analysis 66::

ComparisonComparison

margin width disturbance

margin density

herb cover

margin 
density

disturbance

strip width ≈ margin width

herb cover

slope
direction optional



Constructive inductionConstructive induction 1:1:

Constructive inductionConstructive induction

Discovering concepts in dataDiscovering concepts in data
HINT HINT –– hierarchy induction toolhierarchy induction tool
Uses function decompositionUses function decomposition
CapableCapable of:of:

Hierarchical structure constructionHierarchical structure construction
Creating new variables and rulesCreating new variables and rules



Constructive inductionConstructive induction 22::

Function decompositionFunction decomposition

aa bb cc yy

00 00 00 00

00 00 11 00

00 11 00 00

00 11 11 11

11 00 00 11

11 00 11 11

11 11 00 11

11 11 11 11

bb 00 00 11 11

aa cc 00 11 00 11

00 00 00 00 11

11 11 11 11 11

aa c1c1 yy

00 00 00

00 11 11

11 00 11

11 11 1[ y:= a ∨ b ∧ c ] 1

bb cc c1c1

00 00 00

00 11 00

11 00 00

11 11 11

y

c1 a

b c Slide author: Janez Demšar



Constructive inductionConstructive induction 33::

Many decompositionsMany decompositions

Which decomposition to select?Which decomposition to select?
Smallest example set (rule set)Smallest example set (rule set)
Smallest value setSmallest value set
Easiest interpretationEasiest interpretation



Constructive inductionConstructive induction 44::

HINT on spidersHINT on spiders

NNo match in structureo match in structure (of the 4 attributes)(of the 4 attributes)



Constructive inductionConstructive induction 55::

Comparison (4 attributes)Comparison (4 attributes)

Only 4 Only 4 atributtesatributtes, , discretizationdiscretization as in as in 
KampichlerKampichler et al. et al. 
Still, no match in structureStill, no match in structure
But, direct comparison But, direct comparison of performance of performance is soundis sound



Constructive inductionConstructive induction 66::

Prediction performancePrediction performance

Measure: mean absolute errorMeasure: mean absolute error
Regression (Regression (KampichlerKampichler et al.) MAE : 3.17et al.) MAE : 3.17
Fuzzy model (Fuzzy model (KampichlerKampichler et al.) MAE : 1.38et al.) MAE : 1.38
HINT’sHINT’s model MAE : 2.69model MAE : 2.69

But our model is crisp!But our model is crisp!

Crisp model (Crisp model (KampichlerKampichler et al.) MAE : 3.48et al.) MAE : 3.48

Advantage is fuzzyAdvantage is fuzzy approachapproach, not structure!, not structure!



ConclusionConclusion

Two potentially useful methodsTwo potentially useful methods
Insight into variable relations with interaction Insight into variable relations with interaction 
analysisanalysis
Complete initial model construction with HINTComplete initial model construction with HINT
Another confirmation of advantages of fuzzy Another confirmation of advantages of fuzzy 
and probabilistic approaches → present work..and probabilistic approaches → present work..
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