Abstract

The paper gives an overview of theoretical results in the rapidly growing field of inductive logic programming (ILP). The ILP learning situation (generality model, background knowledge, examples, hypotheses) is formally characterized and various restrictions of it are discussed in the light of their impact on learnability. The two dominant models of learnability, PAC-learning and identification in the limit, are extended to take into account the ILP learning situation. Several learnability results for logic programs are then presented, both positive and negative.

1 Introduction

Most successes within the field of Machine Learning have been achieved with systems learning in propositional logic. The theory of learnability, e.g., PAC-learnability, has been consequently mostly concerned with propositional logic. But, despite their successes, propositional learning approaches suffer from the limited expressiveness of their hypothesis language and the inability to use background knowledge. The field of Inductive Logic Programming (ILP), concerned with the induction of first-order Horn clauses\(^1\) from examples and background knowledge, has recently received increased attention [39, 29, 8, 24, 28]. The problem addressed by Inductive Logic Programming can be described formally as follows:

Definition 1 (ILP Learning Problem)

Given:

- a correct consequence relation\(^+\) for a first-order language \(L\), i.e., for all \(A, B \in L\) : if \(A \vdash B\), then \(A \models B\);
- background knowledge \(B\) in language \(LB\): \(B \in LB \subseteq L\);
- positive and negative examples \(E = E^+ \cup E^-\) in language \(LE \subseteq L\) consistent with \(B\), \((B, E \not\models \Box)\) and not a consequence of \(B\) \((\forall e \in E : B \not\models e)\), and

\(^1\)We assume the reader is familiar with logic programming terminology as described in the textbook by Lloyd [26].

• hypothesis language \(LH \subseteq L\).

Find a hypothesis \(H \in LH\) such that:

(I) \((B, H, E \not\models \Box)\), i.e., \(H\) is consistent with \(B\) and \(E\),

(II) \((B, H \not\vdash E^+)\), i.e., \(H \land B\) explain \(E^+\), and

(III) \((\forall e \in E^- : B, H \not\models e)\), i.e., \(H \land B\) do not explain \(E^-\).

The tuple \((\vdash, LB, LE, LH)\) is called the ILP-learning problem. Deciding whether there exists such an \(H \in LH\), is called the ILP-consistency problem. An algorithm which accepts any \(B \in LB\) and \(E \subseteq LE\) as input and computes such an \(H \in LH\) if it exists, or "no" if it does not exist is called an ILP-learning algorithm for \((\vdash, LB, LE, LH)\). As \(LB\), \(LE\) and \(LH\) are subsets of first-order clauses, \((\vdash, LB, LE, LH)\) is also called the ILP-problem and a learning algorithm for \((\vdash, LB, LE, LH)\) is called an ILP-algorithm.

The paper first extends the two dominant models of learnability, PAC-learning and identification in the limit, to be suitable for the ILP learning problem. It then gives a general result connecting the property of PAC-learnability to the polynomial solvability of the ILP-learning problem. Section 3 gives an overview of common restrictions of the ILP-problem, and their impact on the complexity of the ILP-problem. We then prove one positive and two negative results concerning the PAC-learnability of restricted classes of logic programs that are very close together. We conclude with a discussion of our results in the context of related results on the learnability of logic programs.

2 Learnability Models

The ILP problem defined above is concerned with constructing a hypothesis from a given finite set of examples. The theory of learnability is additionally concerned with the sampling process. There are two main approaches to learnability theory as described in this section:

• Gold’s [14] identification in the limit. This approach is derived from computability theory, and deals with finite time convergence of a learning procedure on an infinite example stream.
Identification in the Limit

Identification in the limit models to some extent the Popperian view [38] of the scientific discovery process. As it is impossible to ensure the correctness of a theory with infinitely many consequences from only finitely many examples, the best we can do is to build hypotheses which explain the current examples and always look for new examples which can improve our theory. This infinite process of gathering information and correcting theories may converge to the correct theory. The theory of identification in the limit is concerned with finding hypothesis spaces and algorithms where this convergence can be guaranteed. Let us define this more formally in the context of ILP.

Definition 2 (Identification in the limit)
Let $E_\infty = \{e_1, e_2, e_3, \ldots\}$ denote an infinite stream of examples, where $e_i \in LE \times \{+, -\}$, and let $E_\infty$ be a complete enumeration of the examples in $LE$, i.e., $\forall e \in LE : \exists i : (e_i = (e, +) \lor e_i = (e, -))$. Let $E_i = \{e_1, e_2, e_3, \ldots, e_i\}$ denote the finite set of examples known at time $i$. Let $E_i^+ = \{e \mid (e, +) \in E_i\}$ be the set of all positive examples known at time $i$ and $E_i^- = \{e \mid (e, -) \in E_i\}$ be the set of all negative examples known at time $i$. Also, let us say that background knowledge $B$ is suitable for $E_\infty$ and $LH$ iff $\exists H \in LH : (B, H \vdash E_\infty^{+} \land \forall e \in E_\infty^{-} : B, H \not\vdash e)$.

A learning problem $(\vdash, LB, LE, LH)$ is identified in the limit by an algorithm ILEARN iff for every example $E_\infty$ and suitable background knowledge $B \in LB$ ILEARN accepts $E_\infty$ incrementally as input, computes after every example an $H_i \in LH$ and there exists time $i$, such that $\forall j \geq i : H_i = H_j$ and $(B, H_i \vdash E_\infty^{+} \land \forall e \in E_\infty^{-} : B, H_i \not\vdash e)$.

An algorithm ILEARN does consistent identification in the limit if, in addition to the requirements in the above definition, the following property holds:

$\forall i : (B, H_i \vdash E_i^{+} \land \forall e \in E_i^{-} : B, H_i \not\vdash e)$.

The main identification in limit result in ILP is due to Shapiro [43]. He showed that his MS system can identify in the limit any ground atomic complete $h$-easy Horn clause theory from ground atoms as examples. Roughly speaking, a ground atomic complete $h$-easy Horn clause theory is a set of Horn clauses, for which all ground atoms true in the intended model can be inferred in $h$ steps, where $h$ is a total recursive function from ground atoms to natural numbers. Shapiro also shows that this is the most powerful result obtainable for any consistent identification in the limit learning algorithm.

2.2 PAC-learning
Valiant’s [44] Probably Approximately Correct (PAC) learning framework relaxes the requirement of identification in the limit in that the learning algorithm need only produce a hypothesis that with high probability is a good approximation of the target concept. To make precise the notions of “high probability” and “good approximation”, the examples are produced by an unknown, but fixed probability distribution over the example space. On the other hand, Valiant’s framework limits the resources that a learning algorithm is to use. The PAC-learning framework requires that learning finishes after a polynomial amount of time and accordingly takes at most polynomially many examples for learning. As PAC-learning was originally defined in the context of learning Boolean functions, “polynomially” originally meant polynomial in the number of Boolean variables used for the example description, the probability of success and the quality of the approximation required.

As ILP operates not only on examples, but also on background knowledge, we need a more sophisticated measure of complexity. The difficulty of learning, and even the possibility to learn, depends on the background knowledge. If we have no background knowledge and are not capable of introducing new predicates, the concept reverse(List, ReversedList) is not expressible at all. If we have a definition of mrev(DoList, DoneList, Reversed) in the background knowledge it is easy to define reverse(List, ReversedList) as reverse(List, ReversedList) $\leftarrow$ mrev(List, [], Reversed) if we have append(List1, List2, AppendedList) in the background knowledge reverse is learnable, if LH contains...
These examples show that the complexity (coding size) of a concept depends on the hypothesis language as well as on the available background knowledge. We write \( LH(B) \) for the hypothesis language using the background knowledge \( B \). In the examples, \( LH(B) \) contains clauses using \texttt{reverse} or \texttt{append}, respectively. Let \( n_e, n_n, n_c \) denote size complexity measures for the examples in \( LE \), the background knowledge in \( LB \), and the concepts in the language \( LH(B) \). Polynomial PAC-learnability for the ILP-setting can then be defined as follows.

**Definition 3 (Polynomial PAC-learning)**

A learning problem \((\vdash, LB, LE, LH)\) is polynomially PAC-learnable, if there is an algorithm PLEARN and a polynomial function \( m(\frac{1}{\epsilon}, \frac{1}{\delta}, n_e, n_n, n_b) \), so that for every \( n_c > 0 \), every \( n_e > 0 \), every \( n_b > 0 \), every background knowledge \( B \in LB \) of complexity \( n_b \) or less, every concept \( C \in LH(B) \) with complexity \( n_c \) or less, every \( \epsilon : 0 < \epsilon < 1 \), every \( \delta : 0 < \delta < 1 \), and every probability distribution \( D \), for any set of examples \( E = E^+ \cup E^- \) of \( C \), drawn from \( LE \) according to \( D \) and containing at least \( m(\frac{1}{\epsilon}, \frac{1}{\delta}, n_e, n_n, n_b) \) examples

1. PLEARN, on input \( E, B, \epsilon, \delta \), and \( D \) outputs a hypothesis \( H \in LH \) such that
   \[
   P(D(\text{Cover}(H) \Delta \text{Cover}(C)) > \epsilon) < \delta,
   \]
   where \( \text{Cover}(X) = \{e \in LE | X, B \vdash e\} \) and \( \Delta \) denotes symmetric set difference,

2. runs in time polynomial in \( \frac{1}{\epsilon}, \frac{1}{\delta}, n_e, n_n, n_b \) and the number of examples, and

3. For all \( e \in LE \), the truth of the statement \( e \in \text{Cover}(H) \) can be tested in polynomial time.

The polynomial function \( m(\frac{1}{\epsilon}, \frac{1}{\delta}, n_e, n_n, n_b) \) is called the sample complexity of the algorithm PLEARN.

If all of the conditions of the above definition are satisfied, except for \( H \in LH \), we say that the learning problem is polynomially predictable.

Polynomial PAC-learnability as defined above and the solvability of the ILP-problem in random polynomial time are strongly related. An ILP-algorithm is always a good candidate to solve a polynomial PAC-learning problem, if it runs in time polynomial in \( n_e, n_n, n_b \). Given a particular example set, no learning algorithm can guarantee a better hypothesis with higher probability than an algorithm which computes a hypothesis consistent with all the given examples. However, polynomial solvability of the ILP-problem is not enough to also show that a good hypothesis is always found from only polynomially many examples.

But what about the other direction? Does polynomial PAC-learnability ensure polynomial solvability of the ILP-problem? We use an adaptation of a theorem of Pitt and Valiant, also proved as theorem 6.2.1 by Anthony and Biggs [1] to show how a polynomial PAC-learner PLEARN can be used to solve the ILP-problem in random-polynomial time.

**Theorem 1** If a learning problem \((\vdash, LB, LE, LH)\) is polynomially PAC-learnable by an algorithm PLEARN, then the ILP-problem for \((\vdash, LB, LE, LH)\) is in RP, or turning it the other way around, if the ILP-problem is not in RP, then \((\vdash, LB, LE, LH)\) is not polynomially PAC-learnable.

**Proof:** Suppose that \( E = E^+ \cup E^- \subseteq LE \) is an example set of size \( s \) for a concept \( C \in LH \). Let \( D \) be a probability distribution defined as:

\[
D(e) = \begin{cases} 1/s, & \text{if } e \in E \\ 0, & \text{otherwise} \end{cases}
\]

Let PLEARN be the polynomial PAC-learner for \((\vdash, LB, LE, LH)\). Set \( \delta = 1/2, \epsilon = 1/s \), and run PLEARN on \( m(\frac{1}{\epsilon}, \frac{1}{\delta}, n_e, n_n, n_b) \) examples drawn from \( LE \) according to \( D \), i.e., drawn from \( E \) by a random number generator. The PAC-learnability property of PLEARN ensures that the probability that the error of the output \( H \) is less than \( 1/s \) is greater than \( 1 - 1/2 = 1/2 \). Since there are no examples with probability less than \( 1/s \), if \( H \) has error less than \( 1/s \), it has error 0, i.e., it is consistent with all examples in \( E \). The probability that \( H \) is a solution to the ILP-problem is thus 1/2.

As we can verify that \( H \) is consistent with the examples in polynomial time (due to the PAC-learnability property (III)) and PLEARN runs on a polynomial sample in polynomial time, we get a correct solution to the ILP-problem with probability 1/2 in polynomial time, i.e., we have constructed a random-polynomial-time ILP-algorithm from PLEARN. \( \square \)

### 3 Complexity Problems in ILP

The general ILP problem \((\vdash, \text{Horn clauses, ground atoms, Horn clauses})\) is undecidable. It is clear that undecidable ILP-problems are neither consistently identifiable in the limit, nor PAC-learnable. Therefore, a main topic in ILP research is the identification of subclasses of first-order logic that are efficiently learnable. As the examples are already restricted to ground atoms, possible choices to restrict the ILP-problem are the consequence relation (also called the generalization model) the background knowledge and the hypothesis language. In this section we will review possible restrictions along these dimensions.
One parameter of the ILP-problem is the consequence relation. Two main relations have been used in the ILP framework:

- implication, used in [37, 43, 30, 20, 19], and
- subsumption, used in [35, 36, 31, 39, 21].

3.1.1 Implication

Implication has one main advantage over subsumption. It is not only a correct, but also a complete consequence relation between clauses. Due to a proof of decidability between Horn clauses by Niblett [32] (which is correct only for a limited case as we will show later) this advantage seems to make implication superior to subsumption. However, as newer results in logic programming show, implication is undecidable even for some very limited cases. Here we only recall three results and indicate the immediate consequences for the decidability of the ILP-problem.

Theorem 2 (Marcinkowski and Pacholski [27])

The satisfiability of a Horn clause program, consisting of a set of ground facts, one ground query, and one Horn clause with three literals is undecidable in the general case.

Corollary 3 The ILP-problem \( (\models, \text{ground facts}, \text{ground facts}, \text{a 3-literal Horn clause}) \) is undecidable in the general case.

Theorem 4 (Schmidt-Schauss [42])

Satisfiability of a Horn clause program, consisting of one ground fact, one ground query, and two Horn clauses with two literals is undecidable in the general case.

Corollary 5 The ILP-problem \( (\models, \text{a ground fact, ground facts, two 2-literal Horn clauses}) \) is undecidable in the general case.

Theorem 6 (Hanschke and Würtz [16])

Satisfiability of a Horn clause program, consisting of one nonground fact, one nonground query, and one Horn clause with two literals is undecidable in the general case.

Corollary 7 The ILP-problem \( (\models, \text{a nonground fact, nonground facts, a 2-literal Horn clause}) \) is undecidable in the general case.

The result in theorem 2 contradicts the termination proof for algorithm 6.1 in Niblett [32]. Indeed, there exist counterexamples to the central assumption of Niblett’s proof, namely that a proof will only contain terms less complex than the terms in the two Horn clauses.\(^2\)

\[ D = i(X_4, Y_1, X_5, Y_2) \leftarrow i(X_1, X_2, X_3, f(X_4)), \]
\[ i(f(X_5), X_6, X_7, X_8). \]
\[ C = i(c, c, c) \leftarrow i(f(a), f(a), f(a), f(a)). \]

In any proof of \( D, C_{\text{body}} \vdash_{SLD} C_{\text{head}} \) the term \( f(c) \) which is more complex than any term in \( C \) and \( D \) must be constructed. \( \diamond \)

This counterexample is possible as the head of \( D \) contains variables not in the body of \( D \). These variables can absorb the more complex terms needed in intermediate states of the proof. If we limit the Horn clause \( D \) to be generative, then Niblett’s assumption becomes valid.

Definition 4 (Generative Horn clause)

A Horn clause is generative if every variable in the head also occurs in the body of the clause.

Theorem 8 (Correction of Niblett [32])

Let \( D, C \) be two Horn clauses, where \( D \) is generative, then \( D \vdash C \) is decidable, or equivalently, let \( F \) be a set of ground unit clauses, \( D \) be a generative Horn clause, and \( Q \) a ground query. It is decidable whether \( Q \) can be inferred from \( F \) and \( D \) by SLD-resolution \( (F, D \vdash_{SLD} Q) \).

Corollary 9 The ILP-problem \( (\models, \text{ground facts}, \text{ground facts, a generative Horn clause}) \) is decidable.

This section shows that the use of implication in the ILP-problem, suggested recently by Muggleton [30] and Idestam-Almquist [20, 19], can be a very dangerous choice. Namely, the corresponding ILP-problem is undecidable, even for very limited cases.

3.1.2 Subsumption

An alternative to implication is \( \theta \)-subsumption, first defined by Robinson [41] and used in the ILP-framework by Plotkin [35].

Definition 5 (\( \theta \)-subsumption)

A clause \( D \) \( \theta \)-subsumes a clause \( C \) \( (D \vdash_{\theta} C) \), iff there exists a substitution \( \theta \) such that \( D\theta \subseteq C \).

\( \theta \)-subsumption is a correct consequence relation, i.e., if \( D \vdash_{\theta} C \) then \( D \models C \). However, as \( \theta \)-subsumption between clauses is an NP-complete problem [13], i.e., decidable, it must be incomplete with respect to implication. Gottlob [15] has shown that this incompleteness can be precisely characterized.

Theorem 10 (Gottlob [15])

If \( D \) is not self-resolving and \( C \) is not tautological, then \( D \models C \) is equivalent to \( D \vdash_{\theta} C \).\(^2\)
The ILP-problem \( \langle \cdot, \cdot \rangle \), ground Horn clauses, a Horn clause) is NP-hard. Therefore, it is not polynomially PAC-learnable.

The use of \( \theta \)-subsumption as the generalization model has another drawback. It excludes the use of background knowledge, as \( \theta \)-subsumption is only defined between two Horn clauses. To repair this deficiency Plotkin [36] has defined the notion of subsumption relative to a background theory. Buntine [3] defined a special case of relative subsumption called generalized subsumption. As this paper is mostly concerned with subsumption between Horn clauses with the same head, we will use Buntine’s definition.

### Definition 6 (Generalized subsumption)

Let \( B \subseteq LB \) be background knowledge and let \( \sigma \) be a Skolem substitution for a Horn clause \( C \). A clause \( D \) is more general than a clause \( C \) w.r.t. generalized subsumption, \( D \vdash_B C \), if there is a substitution \( \theta \), such that \( D_{\text{Head}} \theta = C_{\text{Head}} \) and \( B \cdot C_{\text{Body}} \sigma \subseteq C_{\text{Body}} \theta \sigma \).

Buntine has shown that \( \theta \)-subsumption is a special case of generalized subsumption occurring when the background knowledge is empty, i.e., we have an extension of \( \theta \)-subsumption incorporating background knowledge. However, the background knowledge used in ILP programs must always be restricted, otherwise the ILP problem inherits the undecidability of the deduction process within the background knowledge.

### 3.2 Common Restrictions of \( LB \)

A common restriction in ILP programs (e.g., [31, 39]) is the restriction to ground background knowledge and ground unit clauses as examples.

### Definition 7 (Ground background knowledge)

The background knowledge \( B \) is ground if it consists of ground unit clauses only. A clause is ground if it does not contain any variables.

The restriction to ground unit clauses as examples and ground background knowledge enables us to use \( \theta = \text{subsumption} \) as an inference procedure completely incorporating background knowledge in the following way.

### Lemma 1

The ILP problem \( \langle \cdot, B \rangle \), ground unit \( E, LH \) is equivalent to the ILP problem \( \langle \cdot, \cdot, E_{\text{new}}, LH \rangle \), where \( E_{\text{new}} \) is defined as \( E_{\text{new}}^+ := \{ e \leftarrow B \mid e \in E^+ \} \), and \( E_{\text{new}}^- := \{ e \leftarrow B \mid e \in E^- \} \).

An immediate corollary from lemma 1 and corollary 11 is:

One way to avoid the restriction to ground background knowledge is the use of generative Horn clauses and a depth-bounded inference process to generate finite ground background knowledge prior to learning (e.g., [31, 22]).

Another common restriction applied to \( LB \) is the restriction to Datalog clauses (e.g., [39, 22]). A similar restriction is applied to \( LH \), namely, the restriction to function-free clauses.

### Definition 8 (Datalog clause)

A Horn clause is called Datalog clause if all of the terms appearing in it are either variables or constants (function symbols of arity 0).

### Definition 9 (Function-free clause)

A clause is called function-free if it contains no function symbols, including constants.

Datalog knowledge has a positive effect on deduction. It has been proved that inferring ground background knowledge can be done completely in time polynomial in the size of \( B \) if \( B \) consists only of generative Datalog clauses [46] and there is a fixed maximum arity of predicates and a fixed maximum number of clause literals in the background knowledge.

### Definition 10 (Bounded-arity language)

The language for background knowledge \( LB \) is of bounded arity if there exist an integer \( j \), which is greater than the maximum arity of any of the predicates allowed in \( LB \).

### 3.3 Common Restrictions of \( LH \)

The bounded-arity restriction is also used by Page and Frisch [33] to prove the PAC-learnability of a special kind of hypothesis language \( LH \) called constrained clauses.

### Definition 11 (Constrained clause)

A clause is constrained if all variables in the body also occur in the head.

Muggleton and Feng [31] have proposed a restriction of \( LH \) to \( ij \)-determinate Hornclauses. In contrast to the above restrictions on \( LB \) and \( LH \), the determinacy restriction is not a purely syntactic restriction.

### Definition 12 (Determinate Clause)

A Hornclause \( h \) is determinate with respect to the examples \( E \) and the background knowledge \( B \) if every term \( t \) in \( h \) is determinate, i.e., linked by a determinate linking-chain. A term occurring in the head of \( h \) is determinate, i.e., is linked by a determinate linking-chain of length 0. Let \( h = \{ A, \neg B_1, \ldots, \neg B_m, \neg B_{m+1}, \ldots, \neg B_n \} \) be ordered. The term \( t \) found in \( \neg B_{m+1} \) is linked by a determinate linking-chain of length \( i + 1 \), iff all the terms
by determine linking-chains of length at most $i$ and for every substitution $\theta$ such that $A\theta \in E$ and $B \vdash \{B_1, \ldots, B_m\}\theta$ there is a unique substitution $\delta$, whose domain is the variables in $t$ such that $B \vdash B_{m+1}\delta$. The determine depth of a term is the minimal length of its determine linking chains.

If the substitutions for the determine term $t$ in literal $\neg B_{m+1}$ depend on the substitutions applied to $j_\delta$ other terms in the same literal, we say that $t$ is of degree $j_\delta$. A clause with maximum determine depth of terms $i$ and maximum degree of terms $j_\delta$ is called $ij_\delta$ determine. If we have Datalog clauses, an arity bound $j$ on the predicates in the body effectively reduces the maximum degree of any term, i.e., $j_\delta \leq j - 1$. Thus, if a Datalog clause is determine with maximum depth of terms $i$, it is $i, j - 1$-determinate, and consequently $ij$-determinate.

Effectively, the determinacy restriction means that given ground substitutions for the variables in the head of a clause (examples are ground), the ground values for all the variables in the body of the clause are uniquely determined. Muggleton and Feng have used this $ij$-determinate restriction to prove that the ILP-problem (subsumption, ground background knowledge, ground unit clause examples, one $ij$-determinate Horn clause) is solvable in polynomial time [31].

**Definition 13 (Linked Horn clause)**
A Horn clause is linked if all of its literals are linked. A literal is linked if at least one of its terms is linked. A term is linked with a linking-chain of length 0 if it occurs in the head of the clause. A term in a literal is linked with a linking-chain of length $d + 1$, if another term in the same literal is linked with a linking-chain of length $d$. The depth of a term is the minimal length of its linking-chains.

A clause which is not determinate, has maximal depth of terms $i$ and maximal arity of literals $j$, is called $ij$-nondeterminate.

Clearly, terms in nondeterminate clauses need not have a determinate linking-chain. If a term has a determinate linking-chain, this is also a (nondeterminate) linking-chain, but not vice versa. Therefore, the determinate depth of a term is greater than or equal to the (nondeterminate) depth of a term.

**Definition 14 ($k$-literal predicate definition)**
A $k$-literal clause is a program clause with at most $k$ literals in its body. A $k$-literal predicate definition consists of $k$-literal clauses with the same predicate in the head.

**Definition 15 ($k$-clause predicate definition)**
A $k$-clause predicate definition consists of up to $k$ program clauses with the same predicate in the head.

literals of the form not $A$ can appear in the body, where $A$ is an atom. For these literals, the 'negation as failure' interpretation [4] is assumed. A goal not $A$ succeeds (the literal not $A$ is true) under the 'negation as failure' interpretation if the goal $A$ finitely fails, i.e., cannot be proved using the resolution rule of inference. Given the above definitions, a $k$-clause predicate definition corresponds to a $k$-term first-order DNF formula and a $k$-literal predicate definition corresponds to a first-order $k$-DNF formula.

**Definition 16 ($k$-discriminative predicate definition)**
Let $h = \{A, \neg B_1, \ldots, \neg B_{m-1}, \neg B_m, \ldots, \neg B_n\}$ be a determinate clause. $\neg B_m$ is called a determinate literal if it contains variables that do not appear in the clause $\{A, \neg B_1, \ldots, \neg B_{m-1}\}$, and discriminative literal otherwise. A $k$-discriminative clause is a determinate clause with at most $k$ discriminative literals in its body. A $k$-discriminative predicate definition consists of $k$-discriminative clauses with the same predicate in the head.

The intuition behind the above definition is that discriminative literals can distinguish between positive and negative examples while determinate literals cannot.

**Example 2**
Let us illustrate the above definitions on a simple ILP problem. The task is to define the target predicate $\text{grandmother}(X, Y)$, which states that person $X$ is the grandmother of person $Y$, in terms of the predicates $\text{father}$ and $\text{mother}$. The training examples and background knowledge are given in table 1. They consist of ground unit Datalog clauses.

A definition of the target predicate in terms of background knowledge predicates is

$$\forall XY : \text{grandmother}(X, Y) \leftrightarrow$$

$$[\exists Z : \text{father}(Z, Y) \land \text{mother}(X, Z)] \lor$$

$$[\exists U : \text{mother}(U, Y) \land \text{mother}(X, U)]$$

or in logic programming notation

$$\text{grandmother}(X, Y) \leftarrow$$

$$\text{father}(Z, Y), \text{mother}(X, Z).$$

$$\text{grandmother}(X, Y) \leftarrow$$

$$\text{mother}(U, Y), \text{mother}(X, U).$$

In the above terminology, this hypothesis is determinate (but not constrained), because the variables $Z$ in $\text{father}(Z, Y)$ and $U$ in $\text{mother}(U, Y)$ are determinate, i.e., have only one possible value given a ground substitution for $X$ and $Y$. The hypothesis is function-free, the maximum depth of variables is 1, and the maximum arity of background knowledge predicates is 2. The hypothesis is thus 12-determinate. As it consists of two
Table 1: A Simple ILP Problem

<table>
<thead>
<tr>
<th>grandmother(ann, bob)</th>
<th>father(zak, tom)</th>
<th>father(pat, ann)</th>
<th>father(zak, jim)</th>
</tr>
</thead>
<tbody>
<tr>
<td>grandmother(ann, sue)</td>
<td>mother(ann, tom)</td>
<td>mother(liz, ann)</td>
<td>mother(ann, jim)</td>
</tr>
<tr>
<td>grandmother(bob, sue)</td>
<td>father(tom, sue)</td>
<td>father(tom, bob)</td>
<td>mother(jim, dave)</td>
</tr>
<tr>
<td>grandmother(tom, bob)</td>
<td>mother(eve, sue)</td>
<td>mother(eve, bob)</td>
<td>mother(jean, dave)</td>
</tr>
</tbody>
</table>

4 Positive Result

Our positive learnability result is based on the LINUS [23] approach of transforming an ILP problem to propositional form, then using learnability results for the propositional case. Dierckx and Lavrac [10] have shown that the ILP-problem of learning constrained function-free clauses can be transformed into a polynomially larger propositional representation. The features in the latter correspond to all possible applications of the background predicates to the arguments of the target predicate. We extend these results to determine clauses. We first present the transformation algorithm and then illustrate its operation on the example from table 1.

To transform the ILP problem of constructing a definition for target predicate \( q(X_1, X_2, \ldots, X_n) \) proceed as follows. First, construct a list \( F \) of all literals that use the predicates \( p_1, p_2, \ldots, p_i \) from the background knowledge and contain determinate variables of depth at most \( i \). The literals that introduce new variables are excluded from this list, as they do not distinguish between positive and negative examples (the new variables have a unique value for any example, due to the determinacy restriction). The resulting list is the list of features used for propositional learning. Next, transform the examples to propositional form. For each example, the truth value of each of the propositional features is determined by calls to the background knowledge base. This is done by algorithm 1.

**Algorithm 1**

1. \( V_0 = \{ X_1, \ldots, X_n \} \)
2. \( L = \{ \} \)
3. For \( r = 1 \) to \( i \) do
   - \( D_r := \{ p_s(Y_1, \ldots, Y_j) \mid p_s \in B, q(X_1, \ldots, X_n) \leftarrow L, p_s(Y_1, \ldots, Y_j) \text{ is determinate and contains at least one variable that is not in } V_r \} \)
   - \( L := L \cup D_r \)
   - \( V_r = V_{r-1} \cup \{ Y | Y \text{ appears in a literal from } D_r \} \)
4. \( F = \{ p_s(Y_1, \ldots, Y_j) \mid p_s \in B, Y_1, \ldots, Y_j \in V_i \} - L \)
5. For each \( e = q(a_1, \ldots, a_n) \in E \) do
   - Determine the ground substitutions for (values of) the variables in \( V_i \) by executing the body of the clause \( q(X_1, \ldots, X_n) \theta \leftarrow L \theta \), where \( \theta = \{ X_1/a_1, \ldots, X_n/a_n \} \).
   - Given the ground substitutions for the variables in \( V_i \), determine \( F(e) \), the tuple of truth values of the literals in \( F \), by querying the background knowledge \( B \).
   - \( F(e) \) is an example of a propositional concept \( e \) (positive if \( e \) is a positive or negative if \( e \) is a negative example).

Two types of queries have to be posed to the background knowledge base. The first type are existential queries, which are used to determine the values of the new variables. Given a partially instantiated goal (literal containing variables that are not bound), an existential query returns the set (possibly empty) of all ground substitutions (bindings) for the unbound variables which make the literal true. For example, the query \( \text{mother}(\text{ann}, \text{A}) \), where \( A \) is an unbound new variable, would return the set of substitutions \( \{ \{ A/\text{tom} \}, \{ A/\text{jim} \} \} \). The other type of queries are ground (membership) queries about background knowledge predicates, where the goal is completely bound. These are used to determine the truth values of the propositional features. For example, the
query *mother*(bob, tom) yields the answer *false* and the corresponding feature takes the value 0.

To illustrate the work of algorithm 1, consider the ILP example from table 1. In this case, we have maximum arity of predicates in B = 2, maximum determinate depth of H = 2, number of predicates in B = 2, and arity of the examples n = 2. A literal *father*(X, A), where A is a new variable, is not determinate, as a man can have several children. However, if instead A is old and X is new, the literal is determinate, since each person has exactly one father. As the target predicate is *grandmother*(X, Y), we have V_0 = {X, Y} and D_1 = \{f(U, X), f(V, Y), m(W, X), m(Z, Y)\}, where f and m stand for *father* and *mother*, respectively.

This gives L_1 = D_1, V_1 = {X, Y, U, V, W, Z}. F includes literals such as f(X, X), f(X, Y), f(Z, Y), f(W, X) and similarly m(Z, Z), m(V, Y), m(W, W), m(U, X). In fact, the pairs of arguments of f and m are all the pairs from the Cartesian product V_1 X V_1, excluding the pairs that produce literals from D_1.

To illustrate the transformation process, table 2 gives two features and their propositional values, as well as the values of the variables introduced by the determinate literals, generated for the ILP problem as defined by the training examples and background knowledge from table 1.

The transformation process from a propositional DNF formula to a logic program proceeds as follows. The DNF formula is first rewritten into a set of propositional Horn clauses. For example, suppose a propositional learner induces the concept c X_1 V X_2 from the examples in table 2. This is rewritten into c X X_1 and c X X_2. Each propositional feature is then replaced with the corresponding literal from the propositional table. In this way, we get the following two Horn clauses: g(X, Y) X m(X, V) and g(X, Y) X m(X, Z). Namely, the target predicate g(X, Y) corresponds to the concept c, whereas the literals m(X, V) and m(X, Z) correspond to the features X_1 and X_2. As these literals use the new variables V and Z, we must include the literals that introduced the new variables in the above clauses. For each clause the following process is repeated, until all variables in the body and not in the head are introduced by literals from L:

- Choose a variable A that appears in the body, but not in the head, and is not introduced by a literal from L.
- Add the first literal in L in which A appears, i.e., the literal that defines A, to the body of the clause.

The literals in the body are then ordered so that all literals from L appear first in the same relative order as in L, followed by the literals that correspond to the propositional features. The variables V and Z in our example are introduced by the literals f(V, Y) and m(Z, Y) from L and the final version of the clauses is as follows:

\[
g(X, Y) \leftarrow f(V, Y), m(X, V).
\]

\[
g(X, Y) \leftarrow m(Z, Y), m(X, Z).
\]

Let us now state a positive result regarding the PAC-learnability of determinate function-free program clauses.

**Lemma 2** Algorithm 1 transforms the ILP problem defined by a set of m examples E of the target predicate g(X_1, X_2, ..., X_n), background predicates p_1, p_2, ..., p_k of maximum arity j, and maximum depth of variables i, to a propositional form in time

\[
O(n am(4jln)^{j+1}),
\]

assuming that the examples and the background knowledge consist of ground facts and n_b is the size of the background knowledge.

**Proof:** Let v_r = |V_r| in algorithm 1. We have v_0 = n and v_r \leq v_{r-1} + l\sum_{k=1}^{r-1} k \binom{j}{k} v_{r-k}. Since there are at most \binom{j}{k} v_{r-k}^k applications of each predicate from the background knowledge introducing exactly k new variables. It can be easily proved that v_i \leq (4jl)^l. Each of the l predicates from the background knowledge can be applied to the variables in V_r in at most v_i^l ways. The number of features in F is thus upper bounded by n_i = lv_i^l \leq (4jl)^{li+1}.

As the background knowledge consists of ground facts, each query to it can be answered in time proportional
The transformation process takes time \(O(n_{h}^{m} j^{k+1})\) for \(m\) examples, where \(k\) is the number of discriminative literals.

If we allow the background knowledge to be nonground, but still Datalog and generative, the transformation can be still completed in polynomial time. Namely, the nonground background knowledge can be transformed to ground form in time polynomial in the size of the background knowledge [46].

**Theorem 13** ij-determinate k-discriminative nonrecursive function-free predicate definitions are polynomially PAC-learnable under arbitrary distributions.

**Proof:** After transforming the problem to propositional form, we can use an algorithm for learning k-DNF [44, 17].

When transforming the induced k-DNF formula to logic program form we have to include the necessary determine literals (that introduce new variables). This may change the length of each of the clauses, but will not change the corresponding number of discriminative literals (that do not introduce new variables). The resulting predicate definition is therefore k-discriminative.

The time taken by the transformation to logic program form is \(O(h((4j ln)^{k+1}))\), where \(h\) is the size of the induced k-DNF formula and \((4j ln)^{k+1}\) is an upper bound on the total number of determine literals. The polynomial learnability under arbitrary distributions of programs consisting of non-recursive function-free clauses with variables of depth up to \(i\) and at most \(k\) literals that do not introduce new variables then follows from the polynomial learnability of k-DNF under arbitrary distributions. Note that item (III) in the definition of PAC-learnability is satisfied by taking into account the transformation carried out by algorithm 1. □

The above proof is very much in the spirit of prediction-preserving reductions [34]. In fact, the transformation carried out by algorithm 1 is a prediction-preserving reduction as it is carried out in polynomial time. This allows us to state that k-clause ij-determinate nonrecursive function-free predicate definitions are polynomially predictable under arbitrary distributions, as k-term DNF is polynomially predictable. Dzeroski et al. [11], on the other hand, prove that k-clause ij-determinate definite nonrecursive function-free predicate definitions are polynomially PAC-learnable under “simple” distributions [25].

### 5 Negative Results

In the previous section, we proved that k-discriminative nonrecursive function-free ij-determinate programs are polynomially PAC-learnable under arbitrary distribu-

---

**Theorem 14** The ILP-problem for i2-determinate Horn clauses, where \(i\) is variable, is PSPACE-Hard.

We will prove this theorem by reducing the following PSPACE-complete problem [13] to the ILP-problem as stated above.

**Definition 17 (Finite State Automata Intersection)**

Given an alphabet \(\Sigma\) and a sequence \(A_1, \ldots, A_n\) of deterministic finite state automata with input alphabet \(\Sigma\), does there exist a word \(w\in \Sigma^*\) accepted by each of the \(A_i\), \(1 \leq i \leq n\)?

First let us recall some basics of deterministic finite state automata (DFA). A DFA \(A\) is formally described as a 5-tuple \((Q, \Sigma, \delta, s, F)\), where \(Q\) is the set of states, \(\Sigma\) is the input alphabet, \(s \in Q\) is the initial state, \(F \subseteq Q\) is the set of final states, and \(\delta\) is the transition function mapping \(Q \times \Sigma\) to \(Q\). The transition function \(\delta\) is extended to words on \(\Sigma^*\) as follows: \(\delta(q, w) = q\).

\[\delta(q, w) = \delta(q, w') a,\] where \(a \in \Sigma, w \in \Sigma^*\). A DFA is said to accept a word \(x \in \Sigma^*\) if \(\delta(s, x) \in F\).

We are now able to give a useful encoding of DFAs and words as i2-determinate Horn clauses.

**Definition 18 (Encoding of DFA’s and words)**

Let \(\Gamma\) be a function from \(\Sigma^* \cup (Q, \Sigma, \delta, s, F)\) to Horn clauses, defined as follows: \(\Gamma_{x \in \Sigma} (x_1 x_2 \ldots x_n) = h(Q_0) \leftarrow x_1(Q_0, Q_1), x_2(Q_1, Q_2), \ldots, x_n(Q_{n-1}, Q_n), f(Q_n), \Gamma_{F} = \{h(s)\} \cup \{\neg x(q, p) | x \in \Sigma, p, q \in Q, \delta(q, x) = p\} \cup \{\neg f(q) | q \in F\}\).

As is easily seen, DFAs can be encoded as ground i2-determinate Horn clauses, i.e., they are suitable as
Lemma 3 A word is recognized by a DFA iff the encoding of the word θ-subsumes the encoding of the DFA.

Proof:

δ(s, x) ∈ F ⇒ Γ(x) ≤ θ Γ(A)
Let x = x₁, ..., xₘ. Then there exists a sequence of states (the computation of A on x) q₀, ..., qₘ, such that q₀ = s, qₘ ∈ F, and δ(qᵢ₋₁, xᵢ) = qᵢ. Let θ = {Qᵢ/qᵢ | 0 ≤ i ≤ m}. If from the definition of Γ it follows that Γ(x)θ ⊆ Γ(A).

Γ(x) ≤ θ Γ(A) ⇒ δ(s, x) ∈ F
Let θ = {Qᵢ/qᵢ | 0 ≤ i ≤ m}. If from the definition of Γ it follows that q₀ = s, qₘ ∈ F, and δ(qᵢ₋₁, xᵢ) = qᵢ, i.e., the sequence q₀, ..., qₘ is an accepting computation of x by A. □

Now we are able to prove that Γ is indeed an encoding of the DFA intersection problem in terms of the learning problem of determinate Horn clauses.

Lemma 4 Let A₁, ..., Aₙ a set of DFA’s. There exists a nonempty word x ∈ Σ* accepted by each of A₁, ..., Aₙ iff there exists a determinate Horn clause consistent with the following set of positive and negative examples:

E⁺ = {H | H = Γ(Aᵢ), 1 ≤ i ≤ n} and E⁻ =

\{h(s), x₁(s, q), ..., xₘ(s, q), x₁(q, q), ..., xₘ(q, q),
    h(s) ← x₁(s, s), ..., xₘ(s, s), x₁(q, s), ..., xₘ(q, s),
\}
where Σ = \{x₁, ..., xₘ\}.

Proof:

The if direction
Let h be a determinate Horn clause consistent with the examples. As h is a generalization of all positive examples, each of its literals is of the form h(X), ¬f(X), or ¬x(S₁, S₂), where x ∈ Σ. As h is a Horn clause h(Q₀) is in h. As h is consistent with the second negative example, it contains a literal f(Q₀), and as h is consistent with the first negative example, the variable Q₀ is only unifiable with the variable Q₀ if this unification also unifies a second argument of a ¬x(S₁, S₂) literal with the variable Q₀. As h is a determinate horn-clause, the literal f(Q₀) must be linked to h(Q₀) by a determinate linking chain of ¬x(S₁, S₂) literals. Due to the second negative example any introduction of a variable in the first place of a ¬x(S₁, S₂) literal makes the clause non-determinate. Therefore, the determinate linking chain must be

The only if direction
Let x be the word accepted by all the A₁, ..., Aₙ. By lemma 3 Γ(x) is a generalization of E⁺. Γ(x) is not a generalization of the first negative example, as x must not be empty. Γ(x) is not a generalization of the second negative example, as it contains a literal ¬f(Q). Therefore, Γ(x) is a consistent generalization of the examples. Clearly, Γ(x) is linked and determinate. □

Corollary 15 Using theorem 1 and theorem 14 we can conclude that determinate linked Horn clauses with unbounded determinate depth of terms are not PAC-learnable, as long as the widely assumed RP ≠ PSPACE conjecture is true.

5.2 Nonlearnability of Non-determinate Logic Programs

Theorem 16 The ILP-problem for 12-nondeterminate Horn clauses is NP-hard.

We will prove this theorem by reducing the well known NP-complete SAT problem [13] to the ILP-problem as stated above. The reduction is inspired by a similar proof of Haussler [18] for existentially quantified conjunctive expressions.

Definition 19 (SAT) Given a set V = {v₁, ..., vₙ} of Boolean variables and a set of clauses C = {C₁, ..., Cₘ} over V, the question is whether there exists a truth assignment of V that satisfies the clauses in C.

Now, let us prove that a SAT instance is satisfiable iff a specific ILP problem is solvable. The idea is to construct positive examples, such that every generalization consists of legal truth assignments to Boolean variables of the SAT problem and to construct the negative examples so that only hypotheses whose truth assignments satisfy the SAT problem are consistent with them.

Lemma 5 The SAT instance (V, C) is satisfiable if and only if there exists a Horn clause consistent with E = E⁺ ∪ E⁻ defined as follows: Define a set of 2n 1-place predicates a₁, ..., a₂ₙ, each of which are mapped via Ψ to one of the 2n literals v₁, ..., vₙ, v₁, ..., vₙ of V. The positive examples are then coded as following: E⁺ = {p(cᵢ) ←
Let us illustrate the lemma by an example. Let $V = \{v_1, v_2\}$. We need $2n = 4$ predicates to represent the 4 possible literals that can be built from $V$. For readability, let us use the names $v_1, v_2, \bar{v}_1$, and $\bar{v}_2$ as predicate names, instead of $a_1, a_2, a_3$, and $a_4$. The 2 positive examples, one for each boolean variable, are coded as follows.

$$
\begin{align*}
&h(x) \leftarrow p(x, x_1), v_1(x_1), v_2(x_1), \bar{v}_2(x_1), \\
&h(x) \leftarrow p(x, x_2), v_1(x_2), v_2(x_2), \bar{v}_2(x_2).
\end{align*}
$$

The least generalization (lgg), as defined by Plotkin [35] of these positive examples is as follows:

$$
\begin{align*}
&h(x) \leftarrow p(x, X_1), v_1(X_1), v_2(X_1), \\
&h(x) \leftarrow p(x, X_2), v_1(X_2), v_2(X_2), \bar{v}_2(X_2), \\
&h(x) \leftarrow p(x, X_3), v_1(X_3), v_2(X_3), \\
&h(x) \leftarrow p(x, X_4), \bar{v}_1(X_4), \bar{v}_2(X_4).
\end{align*}
$$

Any generalization of the positive examples must subsume the above lgg, i.e., be a subset of it, such as, for example: $h(x) \leftarrow p(x, X_1), v_1(X_1), v_2(X_1)$. This means the positive examples are coded in such a way that every common generalization represents a set of legal assignments of truth values to the boolean variables. The lgg represents all the $2^n$ possible truth assignments for $n$ boolean variables, i.e., it grows exponentially in the number of positive examples.

The unsatisfiable set of two clauses $C = \{\{v_1\}, \{\neg v_1\}\}$ is represented by the negative example as follows:

$$
\begin{align*}
&h(X) \leftarrow p(x, x_1), \bar{v}_1(x_1), \bar{v}_2(x_1), v_2(x_1), \\
&h(x, x_2), v_1(x_2), \bar{v}_2(x_2), v_2(x_2).
\end{align*}
$$

The lgg subsumes it as $X_1$ and $X_2$ of the lgg can be mapped to $x_2$ of the example and $X_3$ and $X_4$ of the lgg could be mapped to $x_1$ of the example. Therefore, no consistent hypothesis exists.

The satisfiable set of two clauses $C = \{\{v_1\}, \{v_2\}\}$ is represented by the negative example as follows:

$$
\begin{align*}
&h(x) \leftarrow p(x, x_1), \bar{v}_1(x_1), \bar{v}_2(x_1), v_2(x_1), \\
&h(x, x_2), v_1(x_2), \bar{v}_2(x_2), v_1(x_2).
\end{align*}
$$

The lgg does not subsume it, as $X_1$ cannot be either be mapped to $x_1$ nor to $x_2$ of the example. Therefore, any hypothesis subsumed by $h(X) \leftarrow p(x, X_1), v_1(X_1), v_2(X_1)$ and subsuming the lgg is consistent with the examples, and represents a satisfiable truth assignment for the clauses of $C$.

As the negative example represents all (partial) truth assignments which make the clauses of $C$ false, the lgg subsumes the negative example if there is no truth assignment which makes the clauses true, i.e., if they are not satisfiable. □
6 Discussion

We defined an extension of the PAC-framework to include background knowledge and different inference mechanisms used in ILP. We proved some positive PAC-learnability results for determinate logic programs. We also proved some negative learnability results for classes of logic programs that are only slight extensions of the class of determinate logic programs. Taking these together, we have tried to produce a characterization of the class of logic programs that can be efficiently learned. Our positive results are of interest because several existing ILP systems use the property of $ij$-determinacy: GOLEM [31], FORCE2 [5], LINUS [24] and FOIL [40].

The learnability of logic programs has been studied earlier in the identification in the limit framework. Results are available in this area both for full clausal logic [36] and for definite clause logic [43, 2]. Recently, De Raedt has extended the results by Shapiro [43] towards example presentations containing clausal evidence [8, 9]. While these results are interesting, PAC-learnability results are of greater practical importance. Interest in the study of PAC-learnability of logic programs has consequently risen sharply.

While showing that sorted atoms are not PAC-learnable, Page and Frisch [33] show that a single constrained clause is PAC-learnable. Džeroski et al. [11] extend the class of PAC-learnable logic programs to $k$-clause $ij$-determinate function-free programs. However, their results hold for “simple” distributions. They also investigate the learnability of recursive determinate clauses, but their positive results for recursive programs rely on the use of queries.

An important corpus of recent research on PAC-learnability of logic programs is due to Cohen [6, 7, 5]. Using mostly the model of polynomial predictability, he characterizes several extensions of the language of $ij$-determinate clauses. He considers finer-grained extensions of this language than the ones considered in this paper: clauses of logarithmic, rather than unbounded depth and clauses with nondeterminacy bounded by a constant, rather than unbounded indeterminacy. A single log-depth determinate clause is not PAC-learnable. While a single clause with $k$ free, possibly nondeterminate, variables is as hard to learn as DNF, limiting the nondeterminacy by a constant and imposing some additional restrictions yields a language that is prediction equivalent to an open prediction problem. These results pose slightly tighter bounds on the class of logic programs that can be efficiently PAC-learned from examples only, than the results in section 5.

Frazier and Page [12] also investigate the learnability of several classes of recursive logic programs from examples only. They show that two-clause two-literal programs built from unary predicates, unary functions, variables and constants are polynomially PAC-learnable. Removing the restriction on predicate arity leads to non-learnability. However, if a constant bound $j$ is placed on the arity of predicates, the corresponding class of programs becomes polynomially predictable. However, there are strong limitations on the classes of learnable recursive programs as shown in section 3.1. It is also clear that all negative results for nonrecursive clauses also hold for their recursive counterparts.
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