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ABSTRACT

An approach to decision making that integrates multi-attributesidactechniques with expert
systems is described. The approach is based on the expliaifaditic of qualitative decision
knowledge which is represented by a tree of attributes arisiatecules. The decision making
process is supported by a specialized expert system shelhtéwadtive construction of the
knowledge base, evaluation of options and explanation/analysis iestiés. Practical use of the
shell is illustrated by an application in the field of performance etratuaf enterprises.
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1. INTRODUCTION

In this paper a software package narbetision EXper(DEX for short) is presented. It
is based on the methodology that combines multi-attribute decision makmgxpert
systems (Bohanec and Rajk&vi987). DEX itself is designed as an interactxpert
system shelthat provides tools for building and verifying a knowledge base, dirmjua
options and explaining the results. The structure of the knowledgeabhdsevaluation
procedures closely correspond to the multi-attribute decision makiragligan. This
makes the system specialized for decision support.

The following two sections give some basic explanations relatdédision making and
expert systems, respectively. The principles of integrdhinge two approaches in DEX,
which are reflected primarily in the structure of the knowleddgse, are presented in
section 4. Section 5 describes DEX as a software system.yi-imadtactical application
of DEX for performance evaluation of public enterprises is illustrated troaeg.

* A reformatted version of the article publishedBistemical (1), 145-157, 1990.



2. DECISION MAKING

Decision makings a process of selecting a particular option from a sposdibles, so as
to best satisfy the aims or goals of the decision maketatiisu and Rajkovi 1979). In
practice, theoptions (also calledalternative$ are objects or actions of (approximately)
the same type, such as different computer systems, differentepapplying for a
particular job, or different investment strategies.

Decision making problems occur daily in almost any field of hunwivigy, ranging
from everyday personal decisions to difficult problems in economy)agement,
medicine, etc. The difficulty of some problems is caused by twnplexity which
mainly originates in:

* alarge number of parameters that influence the decision,

* incomplete, uncertain or conflicting goals and/or knowledge,

* numerous and/or loosely defined options,

» the presence of different decision making groups with different objectives, and
» time constraints imposed upon the decision making process.

Supporting humans in making complex decisions has long been a goal of many
researchers and practitioners. A number of methods and computdrdyasems have
been developed (Humphreys and Wisudha, 1987). They are mainly studied in the
framework of decision support systems (Keen and Scott Morton, 197&;, AB80;
Turban 1988), operations research and management sciences, decisior(Riexurly,

1986) or decision analysis (Phillips, 1986).

utility: F(Oy), ..., F(Oy)
utility function: F
atributes: X1 Xo . Xn
options: O1 =(V11, Vi, e Vin)
Ok = (Vka, Vie, e Vkn)

Fig. 1. General concept of multi-attribute decision making.



One of the approaches to decision support, which is widely used incprastmulti-
attribute decision making (Keeney and Raiffa, 1976; Chankong and Haimes, 1983). The
basic principle is a decomposition of the decision problem into ambdkes complex
subproblems (Fig. 1). Options are decomposed onto different dimensjoasually
calledattributes parametersor criteria. According to this decomposition, each opt®n

is first described by a vector of valuesf the corresponding attributes. The vectors are
then evaluated by atility function FE This function should be previously defined by the
decision maker(s), representing his, her or theals

When applied upon a particular opti@n the functionF yields autility F(O). According
to this value, the options can be ranked and/or the best one chosen.

In the multi-attribute paradigm, the decision makédasbwledgeabout a particular
decision problem is thereforéescribedby attributes X and autility function E In
addition, there is a data baseoptions consisting of vectore

3. EXPERT SYSTEMS

Expert systemare intelligent information system that behave, in a certaiseseas a
human expert in the application domain (Michie, 1979; Waterman, 1986; GASQ&3).

A major new feature introduced by the methodology of expert sgsierihe ability to
explaintheir decisions in user understandable terms.

Expert systems are typically composed of two modules: (1) a kdge/lease and (2) an
inference engine.

The knowledge basecontains the knowledge about a particular problem domain.
Knowledge can be represented in various forms. The most common ena®duction
(if-then) rules, semantic nets and frames (Goodall, 1985). In additise themalisms
are usually capable of dealing with imprecision, uncertaiatyd qualitative (non-
numeric) nature of the expert knowledge.

The inference enging1) solves problems stated by the user by applying a certain
reasoning procedure upon the knowledge base and (2) generates uded-orie
explanations of the solutions.

The modularity of expert systems allows a single inferengine to be connected with
different knowledge bases, thus obtaining different expert systemissolve different
(although more or less similar) problems. For this reasa@pert system shellsave
emerged which are effectively "empty" expert systems. la thise, the user has an
opportunity to build his or her own knowledge base. The shells are camnpbs:
inference engine and, usually, different modules that support thdinguibf the
knowledge base by means of, for example, machine learning (Mictii8ratko, 1986)
or guestion-answer dialogues (Bohanec and Rajk@%38).



The concept of expert systems offers a number of potentials fesiatesupport
(Efstathou and Mamdani, 1986; Turban, 1988; Vari and Vecsenyi, 1988). With some
adaptations to the field of decision making (Bohanec et al., 1988)appi®ach can
improve the effectiveness of decision support in terms of:

* knowledge elicitation, verification and learning,
* explanation of the decisions,

» analysis of options, and

* handling qualitative ("soft") knowledge.

4. KNOWLEDGE REPRESENTATION IN DEX

The integration of expert systems and multi-attribute decision makiDgiis based on
the explicit articulation oknowledgeabout a specific decision making problem. The
structure of the knowledge base closely corresponds to the rntaktitiee schema shown
on Fig. 1. The main differences, influenced by expert systems, are:

1. Attributes are purelyjualitative in DEX (as opposed to numerical attributes in the
traditional decision making methods). They can take values frometdsand
(optionally) ordered value domains. The values are uswadids like “high” or
“good”, orintervalsof numerical values, for example “$100:$250".

2. In DEX, utility functions are defined by sets of rules reddrto aselementary
decision rulesThis is much different to the traditional methods where the functions
are specified by a given analytical formula such as thghtexl sum.The use of rules
alleviates the application of expert system explanation techni(Rmsanec and
Rajkovic, 1989).

In addition to Fig. 1, the attributes can be hierarchically struttnte atree of attributes
in DEX. However, this is a common technique used in severaltitnaali decision
making methods (Humphreys and Wisudha, 1987). Such trees are alsedréteas
semantic trees, criteria trees or concept trees.

A particularknowledge basef DEX therefore consists of (1) tree of attributes and (2)
utility functions (Fig. 2).

A tree of attributesrepresents the structure of a given decision problem. The attributes
are structured according to their interdependence: a highéraxibute depends on its
descendants (sons) in the tree. Leaves of the tree, referredadsia attributes depend
solely on the characteristics of options. Internal nodes of theateeealledaggregate
attributes Their values are determined on the basis of utility functions. mbst
important aggregate attribute is the root of the tree. Its purpdseepresent the overall
utility of options.



Utility functions define the process of aggregation of lower-level attributes into the
corresponding higher-level fathers. For each aggregate attibdeutility functionF
that maps values of sonsXinto values o, should be defined by the decision maker.

Y5 V3 Fyq
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Fig. 2: Tree of attributes with utility functions and options.

Utility functions are represented ®fementary decision ruleget Xi, Xy, ..., Xk be the
sons of an aggregate attribiteThen, the functiofy = F(X1,Xz,...,Xy) is defined by a set
of rules of the form

if Xy=x1and ... and Xy =xcthen Y =yn : yw,

wherex;, ym andyy represent the values of the corresponding attribuygs. yu” stands
for an interval of values betwegr andyy, inclusive. Most commonlym:ym is a single-
value interval. In this case, the rule is simplified to

if Xy=x;and ... and Xy =xthen Y =vy.

Sets of elementary decision rules are grouped into tables.

In the case when more decision makgrgupswith different objectives are involved in

the decision process, each group can define their own set of utiityidns. In Fig. 2,
two such groups are assumed.



Optionsare represented by the values of basic attributes, i.e. byswawg, ..., that are
assigned to the leaves of the tree. In Fig. 2, two options are assRegaddless of the
number of groups, there can be only one vajugssigned to a basic attribute for each
option.

In the final stage of the decision making process, the above lwEscomponents of the
knowledge base are utilized in orderetealuate optionsi.e. to determine the values of
the root and the remaining aggregate attributes in the tree. tBereecan be more than
one group of utility functions, the evaluation process can result inratesets of
aggregate evaluation results, as shown by separate sets of square2.in Fig

5. THE DEX EXPERT SYSTEM SHELL

DEX is an interactive expert system shell implemented forlBM PC/XT/AT/PS
computers and true compatibles. It consists of two parts: (1) knowheigge building
tools and (2) tools for the evaluation and analysis of options.

The expert systeruilding phase is basically supported by two specialized editors of the
two components of the knowledge base, the tree of attributes and utility functions.

The tree editor (Fig. 3) allows the user to insert new ategsburto the tree. Components
of attributes, such as their names and values, can be edited andén aaund the
knowledge base. Subtrees of attributes can be copied, moved and deleteltl #s w
necessary, the underlying utility functionsare adjusted automatically.

Edi t Groups View Report Qui t

KNOWLEDGE BASE 1=3
ENTERP
ENTERP
|
[ T |
FI NANC ECONOM C SCC
S D [—I_I—l
RETURN LI QJI D PRODUCT CAPACI T FOR

l—l—|
PROFI T PROF-AB LI Q dLQ PRD dPD CAP dCP

I_L|
PRE dPF P A dPA

F2-Save F5-Edit F6-Zoom Qut F7-Insert F8-ZoomIn F10-Menu <

Fig. 3: The tree editor of DEX showing attributes for performance evaluaf enterprises.



For the definition, verification and justification of utility functions spreadsheet-like
editor is provided (Fig. 4). DEX prepares a table of elemendagision rules with
unknown values, which are then filled-in by the user (these valgeglaced in the
rightmost column in Fig. 4).

Edi t View Report Settings Qui t

UTI LI TY FUNCTI ON 3=
Attribute: ENTERP  Goup: |CPE ENTERP
Defined rules: 50 of 50 (100% Function determ ned: 100%
FI NANC ECONOM C SCoC ENTERP
35. exc | ess acc acc good
36. bad acc acc | ess acc
37. less acc acc acc acc
38. acc acc acc good
39. good acc acc good
40. exc acc acc good
41. bad good acc | ess acc
42. | ess acc good acc acc
43. acc good acc good
44. good good acc good
45, exc good acc exc
46. bad exc acc | ess acc
47. less acc exc acc acc
48. acc exc acc good
49. good exc acc good
50. exc exc acc exc
1- Bad 2-Less acc 3-Acc 4- Good 5- Exc *<>. Del ESC

F2- Save F4-Status F6-Ask F7-Enter F8-Answer F10-Menu

Fig. 4: Editor of decision rules; a part of the ENTERP table of decision ukdsown.

Edi t Copy Del et e Report Qui t

OPTI ON VALUES 2=
ENTERP
Options
Attributes Enterp. 1 Enterp. 2 Enterp. 3
1. PRF pos pos pos
2. dPF decr zero decr
3. P-A e c a
4. dPA decr incr decr
5. LIQ 1.25-1.5 1.25-1.5 1.25-1.5
6. dLQ decr decr incr
7. PRD e a a
8. dPD decr incr incr
9. CAP [.5-.75] [.5-.75] gt 0.75
10. dCP incr incr decr
11. FOR acc acc acc
12. SCC acc acc acc
1- Neg 2-Zero 3- Pos * Del ESC

F2-Save F3-Load F4-Status F5-Edit F10-Menu <«

Fig. 5: Editor of descriptions of options; the columns represent basic valuesegtiterprises.

The editing process is continuously monitored by a subsystem fokinbeconsistency
and monotonicity of rules (Bohanec and Rajkpwi988). Its purpose is to warn the user
in the case when a new rule (value) contradicts to the already defined rules



In addition, a number of methods is implemented that translate thieabniepresentation
of knowledge (elementary rules) into different other forms wistlow the same
knowledge from different viewpoints using different levels of detBbdhanec et al.,
1988). Examples of such representations are graphics, decision tretesomplex
decision rules. The main role of these methods is in supporting a lederstanding of
the underlying knowledge and its justification (Rajkoei al., 1988).

View Report Qi t

EVALUATI ON RESULTS 2=
ENTERP
ENTERP
—Opt i ons— G oup: | CPE
Enterp. 1 | ess acc
Enterp. 2 good
Enterp. 3 exc
| |
FI NANC ECONOM C SCC
bad | ess acc acc
acc good acc
exc good acc
T T

F2-Save F6-Zoom Qut F8-ZoomIn F10-Menu

Fig. 6: Performance evaluation of three enterprises: the topmost two le\atsimiites.

After the knowledge base has been built, the second main part of iREXvaluation
and analysiof options, can be applied. At the beginning, the user activatesialzeec
editor of options in order to describe the options by assigning thesponding values to
basic attributes (Fig. 5). After this, DEX automatically evaluatesphiens. The analysis
of the results can follow which consists of one or more of theviatlg activities
(Bohanec and Rajko¥i 1989):

1. Interactive inspectiorof the results by "walking" around the tree and looking at the
values that were assigned to aggregate attribute during the evaluagio®) (Fi

2. Explanationof the evaluation: DEX can explain how each particular valgeblean
obtained in terms of attributes' values involved in the process, ejgates and
descriptions of computations performed by DEX.

3. What-if analysis is performed interactively by changing values oic basributes,
reevaluating options and comparing the obtained results with the original ones.

4. Selective explanatioof options: DEX finds and reports those subtrees that expressed
the most advantageous or disadvantageous characteristics ofcalgadption (an
example is shown in Fig. 8). The main point is in the explanation cdraptising
only the most relevant information.

In the design of DEX, one of the most important goals was thegaaency to the user.
For this reason, the user can access a powabalrit generatorduring all the stages of



working with DEX. The generator is able to prepare complefgadral reports showing
the components of the knowledge base, evaluation/analysis resultsfarehditinds of
explanation. The user can choose between different levels of detalifeerent forms of
representation. The reports can be inspected interactively or printed out.
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Fig. 7: Graphic representation of the ENTERP utility function;
SOC="unacc” on the left and SOC="acc” on the right.

6. DEX IN PERFORMANCE EVALUATION OF ENTERPRISES

In order to illustrate the above general statements about DEMS lééscribe one of its
applications for performance evaluation of public enterprises. Olligitlais application

was developed by Manuel Olave and Armando Barrera at the InteraaCenter for

Public Enterprises (ICPE), Ljubljana. It was implemented usinGMEK, a research
predecessor of DEX (Barrera and Bohanec, 1987). For the purpose eéttion, this
knowledge base has been reimplemented in DEX.

Actually, this application was mainly an experiment, testingehsibility of this kind of
approach for performance evaluation of enterprises. In the first, staknowledge base
for performance evaluation was designed. This model was then capaan existing
performance evaluation model (called Signalling System),amehted in Pakistan. The
comparison was done according to data about 54 public enterprises from Pakistan.

The tree of attributes, designed for this experiment, is showngoB.FThe performance
of enterprises is measured with three main groups of attributddANKEIal,
ECONOMIC and SOCial.

The FINANC attribute depends on RETURN and LIQUIDity. In turn, RENJis
decomposed into PROFIT and PROFit-ABility (representing tregiosl between profits
and equity). PROFIT is measured according to the absolute valueofif ipr the
evaluation period (PRO) and its trend relative to the previous pé@ifR). The same
approach of measuring the absolute value and its trend is usecdhevithajority of the



remaining attributes, i.e. PROF-AB, LIQUIDity and, in the ECOWO subtree,
PRODUCTivity and CAPACITY utilization.

According to the fact that there were no data available forsumiggy SOCial and
generation of FOReign exchange, these were not elaboratethih Rather, they were
dealt with as basic attributes with fixed values for all the enterprises.

The above tree consists of 12 basic attributes (the leaves) ajgieate ones (internal
nodes). For each aggregate attribute, a set of decision ruleslefiaed that map
combinations of values of lower-level attributes into the valuesatfattribute. There are
9 sets of such rules, grouped into tables. A part of the table tteaindlees the overall

enterprise performance (ENTERP) according to FINANCI&OBROMIC and SOCial,

is given in Fig. 4. The same table is represented graphically in Fig. 7.

The basic data of three enterprises considered in the expemmeshown on Fig. 5.
According to the rules in the knowledge base, the performance &¢ #merprises
evaluates to “less acceptable™ “good” and “excellent”, rebypaly (Fig. 6). In Fig. 8,
the “less acceptable” value of the first enterprise is seddg explained by highlighting
its most advantageous and disadvantageous characteristic.

DI SADVANTAGES ADVANTAGES
Attribute Val ue Attribute Val ue
|—FI NANC bad Lscc acc
—RETURN bad
LPROF- AB bad | FOR acc
P- A e
dPA decr | | Ldcp i ncr
|-PRODUCT bad | | | FPRF pos
PRD e
dPD decr
| LdLQ decr
| | | “dPF decr

Fig. 8: Selective explanation of Enterprise 1.

In total, 54 enterprises were considered in the experiment. Tvene 10 enterprises
evaluated differently compared to the reference model. Theyageigonally treated by
the experts who considered that the knowledge-based model gaee restits in 8
cases. In the remaining two cases, the reference model was superior.

The conclusion of this exercise was that it was feasible tthesexpert system approach
for performance evaluation of enterprises. In addition to bettduati@n results, the
following advantages over the traditional approach were identified:

» explicitness and transparency of the model,

» ability to handle qualitative concepts,

» ability to handle incomplete and uncertain information,

» powerful and user understandable explanation and analysis of enterprises.



7. CONCLUSION

The approach to decision making presented above integrates two tedasiotoglti-
attribute decision making and expert systems. The expert system approéeltede

» qualitative domains of attributes,

* rule-based form of utility functions,

» the structure of the expert system shell which is composed of kigsvigicitation
tools and an inference engine, with special emphasis on the exptanati
(transparency) of the knowledge and activities of the system.

On the other hand, the knowledge base is structured similarly teatitibute methods.
It consists of tree-structured attributes and utility functidiee knowledge base serves
as a model for the evaluation of options.

The DEX expert system shell and its research prototype, DECMAd<¢e been
successfully applied in over 30 practical applications. The be&irpmnce has been
observed in the following fields:

1. Evaluation of a kind of technology (there are 14 applications of evaduetimputer
hardware and software, radar systems, nuclear waste disposals and; similar)

2. Personnel management (4 applications, such as expert teamoselpetformance
evaluation of professionals and directing children to sports);

3. Management (evaluation of trading partners, tenders and enterprise perfrmanc
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